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ABSTRACT 
This article considers building of mathematical models with financial data by using data mining techniques. In general, data mining methods such as neural 

networks and decision trees can be a useful addition to the techniques available to the financial analyst. It describes data mining in finance by discussing financial 

task and techniques in this data mining area. Currently, huge electronic data repositories are being maintained by banks and other financial institutions. Valuable 

bits of information are embedded in these data repositories. The huge size of these data sources make it impossible for a human analyst to come up with 

interesting information (or patterns) that will help in the decision making process. A number of commercial enterprises have been quick to recognize the value of 

this concept, as a consequence of which the software market itself for data mining is expected to be in excess of 10 billion USD. This paper is intended for those 

who would like to get aware of the possible applications of data mining to enhance the performance of some of their core business processes. In this paper 

discussion is about the broad areas of application, like risk management, portfolio management, trading, customer profiling and customer care, where data 

mining techniques can be used in banks and other financial institutions to enhance their business performance. 

 

KEYWORDS 
Data mining, banking, financial sector. 

 

INTRODUCATION 
ata mining involves the use of sophisticated data analysis tools to discover previously unknown, valid patterns and relationships in large data sets. These 

tools can include statistical models, mathematical algorithms, and machine learning methods (algorithms that improve their performance automatically 

through experience, such as neural networks or decision trees). Consequently, data mining consists of more than collecting and managing data, it also 

includes analysis and prediction. 

Data mining can be performed on data represented in quantitative, textual, or multimedia forms. Data mining applications can use a variety of parameters to 

examine the data. They include association (patterns where one event is connected to another event, such as purchasing a pen and purchasing paper), sequence 

or path analysis (patterns where one event leads to another event, such as the birth of a child and purchasing diapers), classification (identification of new 

patterns, such as coincidences between duct tape purchases and plastic sheeting purchases), clustering (finding and visually documenting groups of previously 

unknown facts, such as geographic location and brand preferences), and forecasting (discovering patterns from which one can make reasonable predictions 

regarding future activities, such as the prediction that people who join an athletic club may take exercise classes). 

As an application, compared to other data analysis applications, such as structured queries (used in many commercial databases) or statistical analysis software, 

data mining represents a difference of kind rather than degree. Many simpler analytical tools utilize a verification-based approach, where the user develops a 

hypothesis and then tests the data to prove or disprove the hypothesis. For example, a user might hypothesize that a customer who buys a hammer, will also 

buy a box of nails. The effectiveness of this approach can be limited by the creativity of the user to develop various hypotheses, as well as the structure of the 

software being used. In contrast, data mining utilizes a discovery approach, in which algorithms can be used to examine several multidimensional data 

relationships simultaneously, identifying those that are unique or frequently represented. 

 

DATA MINING COMMONLY INVOLVES FOUR CLASSES OF TASKS 

• Classification - Arranges the data into predefined groups. For example, an email program might attempt to classify an email as legitimate or spam. 

Common algorithms include decision tree learning, nearest neighbor, naïve Bayesian classification and neural networks.  

• Clustering - Is like classification but the groups are not predefined, so the algorithm will try to group similar items together.  

• Regression - Attempts to find a function which models the data with the least error.  

• Association rule learning - Searches for relationships between variables. For example a supermarket might gather data on customer purchasing habits. 

Using association rule learning, the supermarket can determine which products are frequently bought together and use this information for marketing 

purposes. This is sometimes referred to as market basket analysis.  

 

HOW DATA MINING WORKS? 
1. Business Understanding: The objectives and problems of business are determined and converted to data mining problem.A preliminary plan is prepared.' 

2. Understanding the data: The data is collected initially.Information in relation to structure,quality and subset of data are found out. 

3. Data Preparation: Final data set is constructed.After sorting and arranging the data and removing unwanted data,the modeling tools are directly applied on 

final data set. 

4. Modeling:There are various modeling techniques like decision trees,rule induction,case base reasoning,visualization techniques, nearest neighbor 

technique,clustering algorithms etc.Best suited modeling technique is selected Models are combined with different parameters They are compared and ranked 

for validity and accuracy. 

5. Evaluation: Models and steps in modeling are verified with business goals. 

6. Deployment: Depending on the assessment and process review, a report is prepared or new data mining project is again set up. 

 

 

 

D 
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THE SCOPE OF DATA MINING 
Data mining derives its name from the similarities between searching for valuable business information in a large database — for example, finding linked 

products in gigabytes of store scanner data — and mining a mountain for a vein of valuable ore. Both processes require either sifting through an immense 

amount of material, or intelligently probing it to find exactly where the value resides. Given databases of sufficient size and quality, data mining technology can 

generate new business opportunities by providing these capabilities:  

• Automated prediction of trends and behaviors.  

• Automated discovery of previously unknown patterns.  

 

APPLICATION OF DATA MINING IN BANKING AND FINANCIAL SECTORS 
1. MARKETING 

Data mining carry various analysis on collected data to determine the consumer behavior with reference to product, price and distribution channel. The reaction 

of the customers for the existing and new products can also be known based on which banks will try to promote the product, improve quality of products and 

service and gain competitive advantage. Bank analysts can also analyze the past trends, determine the present demand and forecast the customer behavior of 

various products and services in order to grab more business opportunities and anticipate behavior patterns. Data mining technique also helps to identify 

profitable customers from non-profitable ones. Another major area of development in banking is Cross selling i.e. banks makes an attractive offer to its customer 

by asking them to buy additional product or service. For example, Home loan with insurance facilities and so on. With the help of data mining technique, banks 

are able to analyze which products and service are availed by most of the customers in cross selling and which type of consumers prefer to purchase cross selling 

of products and so on. 

2. RISK MANAGEMENT 

Banks provide loan to its customers by verifying the various details relating to the loan such as amount of loan, lending rate, repayment period, type of property 

mortgaged, demography, income and credit history of the borrower. Customers with bank for longer periods, with high income groups are likely to get loans 

very easily. Even though, banks are cautious while providing loan, there are chances for loan defaults by customers. Data mining technique helps to distinguish 

borrowers who repay loans promptly from those who don't. It also helps to predict when the borrower is at default, whether providing loan to a particular 

customer will result inbadloansetc. Bank executives by using Data mining technique can also analyze the behavior and reliability of the customers while selling 

credit cards too. It also helps to analyze whether the customer will make prompt or delay payment if the credit cards are sold to them. 

3. PORTFOLIO MANAGEMENT 

Risk measurement approaches on an aggregated portfolio level quantify the risk of a set of instrument or customer including diversification effects. On the other 

hand, forecasting models give an induction of the expected return or price of a financial instrument. Both make it possible to manage firm wide portfolio actively 

in a risk/return efficient manner.  

The application of modern risk theory is therefore within portfolio theory, an important part of portfolio management.With the data mining and optimization 

techniques investors are able to allocate capital across trading activities to maximise profit or minimise risk. This feature supports the ability to generate trade 

recommendations and portfolio structuring from user supplied profit and risk requirement. With data mining techniques it is possible to provide extensive 

scenario analysis capabilities concerning expected asset prices or returns and the risk involved.With this functionality, what if simulations of varying market 

conditions e.g. interest rate and exchange rate changes) can be run to assess impact on the value and/or risk associated with portfolio, business unit 

counterparty, or trading desk. Various scenario results can be regarded by considering actual market conditions. Profit and loss analyses allow users to access an 

asset class, region, counterparty, or custom sub portfolio can be benchmarked against common international benchmarks. 

4. FRAUD DETECTION 

Nowadays terrorism is one of the biggest troubles that almost every country faces. It mainly influences the economy and the well being of the citizens and this 

effect is relatively larger in the developed countries. Since the financial sources of terrorist groups can be regarded as black money, the solutions against the 

money laundering actions can be expected to identify the transactions of the terrorists. Then, blocking their accounts could slow down their actions if cannot 

stop. In many countries, the financial institutions are expected to inform compliance regulation bodies about any persons or transactions that they think 

suspicious. Sometimes the given demographics and transaction history of the customers are likely to defraud the bank.Data mining technique helps to analyze 

such patterns and transactions that lead to fraud. 

5. CUSTOMER RETENTION 

Today in this competitive environment, customers have wide range of products and services provided by different banks. Hence, banks have to cater the needs 

of the customer by providing such products and services which they prefer. This will result in customer loyalty and customer retention. Data mining techniques 

helps to analyze the customers who are loyal from those who shift to other banks for better services. If the customer is shifting from his bank to another reasons 

for such shifting and the last transaction performed before shifting can be known which will help the banks to perform better and retain its customers. 

6. CURRENCY EXCHANGE RATES 

The stability of currency plays a very important role in the economic progress of a nation. It is of paramount importance to the investors. It will also serve as a 

catalyst to economies and yield positive results to support market economy in a situation where the present tsunami is expected to last for a longer time. 

Therefore, there has to a line of action which may serve as a cushion for the economies of all countries and allow all governments sufficient scope to handle 

their economic situation. Even small efforts in this regard will count a lot. The Apriori-Algorithm approach determines the selection of most frequently occurring 

currencies values in a year which is represented by a universal (U) set. The selection from the whole set of various currencies is represented by (S). In this set the 

most frequently occurring currency with specific dates are noted down and separated from the universal set to yield the result in (X) sets. Specific entries in set 

(S) are again considered to select more frequently occurring entries among them. This process is continued until desired results are achieved. The simulations 

have been carried out along with results on the algorithm.  

6.1. EXCHANGE RATE 

An exchange rate is the rate at which one currency can be exchanged for another. In other words, it is the value of a country's currency compared to that of the 

other.   

6.2. FIXED RATES 

There are two ways the price of a currency can be determined against another. A fixed or pegged rate is the rate which the government (central bank) sets and 

maintains as the official exchange rate. A set price is determined against a major world currency (it is usually the U.S. dollar, but some other major currencies 

such as euro, yen, pound or a basket of currencies are also considered). In order to maintain the local exchange rate, the central bank buys and sells its own 

currency in the foreign exchange market in return for the currency to which it is pegged (8). 

6.3. FLOATING RATES 

Unlike the fixed rate, a floating exchange rate is determined by the private market through supply and demand. A floating rate is often termed "self-correcting", 

as any differences in supply and demand will automatically be corrected in the market. To be simpler, if demand for a currency is low, its value will decrease, 

thus making imported goods more expensive and thus stimulating demand for local goods and services. This in return will generate more jobs, and hence an 

auto-correction would occur in the market. A floating exchange rate is subject to constant change.  

7. TRADING 

Trading is based on the idea of predicting short term movements in the price/value of a product (currency/equity/interest rate etc.). With a reasonable 

guesstimate in place one may trade the product if he/she thinks it is going to be overvalued or undervalued in the coming future. If he/she thinks the product is 

not priced properly he/she may sell/buy it. This instinct is usually based on past experience and some analysis based on market conditions. The price of a 

financial asset is influenced by a variety of factors which can be broadly classified as economic, political and market factors. Participants in a market observe the 
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relation between these factors and the price of an asset, account for the current value of these factors and predict the future values to finally arrive at the future 

value of the asset and trade accordingly.  

Data mining techniques are used to discover hidden knowledge, unknown patterns and new rules from large data sets, which may be useful for a variety of 

decision making activity. Advancements made in technology have enabled to create faster and better prediction systems. These systems are based on a 

combination of data mining techniques and artificial intelligence methods like Case Based Reasoning (CBR) and Neural Networks (NN). A combination of such a 

forecasting system together with a good trading strategy offers tremendous opportunities for massive returns. CBR methods can be used in real time which 

makes analysis really quick and helps in real time decision making resulting in immediate profits. Thus data mining and business intelligence (CBR and NN) 

techniques may be used in conjunction in financial markets to predict market behavior and obtain patterned behavior to influence decision making. 

DATA MINING ALGORITHMS 

The most commonly used techniques in data mining are:  

Data mining uses a variety of techniques to find hidden patterns and relationships in large pools of data and infer rules from them that can be used to predict 

future behavior and guide decision making. The data mining algorithm is the mechanism that creates a data mining model. To create a model, an algorithm first 

analyzes a set of data and looks for specific patterns and trends. The algorithm uses the results of this analysis to define the parameters of the mining model. 

These parameters are then applied across the entire data set to extract actionable patterns and detailed statistics. 

The mining model that an algorithm creates can take various forms, including: 

• A set of rules that describe how products are grouped together in a transaction. 

• A decision tree that predicts whether a particular customer will buy a product. 

• A mathematical model that forecasts sales. 

• A set of clusters that describe how the cases in a dataset are related. 

Types of Data Mining Algorithms: 

1. CLASSIFICATION ALGORITHM - predict one or more discrete variables, based on the other attributes in the dataset. An example of a classification 

algorithm is the Microsoft Decision Trees Algorithm.  

1.1 MICROSOFT DECISION TREES ALGORITHM 

The Microsoft Decision Trees algorithm is a classification and regression algorithm used in predictive modeling of both discrete and continuous attributes.  

For discrete attributes, the algorithm makes predictions based on the relationships between input columns in a dataset. It uses the values, known as states, of 

those columns to predict the states of a column that you designate as predictable. Specifically, the algorithm identifies the input columns that are correlated 

with the predictable column. For example, in a scenario to predict which customers are likely to purchase a bicycle, if nine out of ten younger customers buy a 

bicycle, but only two out of ten older customers do so, the algorithm infers that age is a good predictor of bicycle purchase. The decision tree makes predictions 

based on this tendency toward a particular outcome.  

For continuous attributes, the algorithm uses linear regression to determine where a decision tree splits. If more than one column is set to predictable, or if the 

input data contains a nested table that is set to predictable, the algorithm builds a separate decision tree for each predictable column. 

1.2 MICROSOFT NAIVE BAYES ALGORITHM 

The Microsoft Naive Bayes algorithm is a classification algorithm used in predictive modeling. The name Naive Bayes derives from the fact that the algorithm 

uses Bayes theorem but does not take into account dependencies that may exist, and therefore its assumptions are said to be naive.  

This algorithm is less computationally intense than other Microsoft algorithms, and therefore is useful for quickly generating mining models to discover 

relationships between input columns and predictable columns. You can use this algorithm to do initial explorations of data, and then later you can apply the 

results to create additional mining models with other algorithms that are more computationally intense and more accurate. 

1.3 MICROSOFT NEURAL NETWORK ALGORITHM 

Neural Network algorithm combines each possible state of the input attribute with each possible state of the predictable attribute, and uses the training data to 

calculate probabilities. You can later use these probabilities for classification or regression, and to predict an outcome of the predicted attribute, based on the 

input attributes.  

A mining model that is constructed with the Microsoft Neural Network algorithm can contain multiple networks, depending on the number of columns that are 

used for both input and prediction, or that are used only for prediction. The number of networks that a single mining model contains depends on the number of 

states that are contained by the input columns and predictable columns that the mining model uses. 

2. REGRESSION ALGORITHM - predict one or more continuous variables, such as profit or loss, based on other attributes in the dataset. An example of a 

regression algorithm is the Microsoft Time Series Algorithm. 

2.1 MICROSOFT TIME SERIES ALGORITHM 

The Microsoft Time Series algorithm provides regression algorithms that are optimized for the forecasting of continuous values, such as product sales, over time. 

Whereas other Microsoft algorithms, such as decision trees, require additional columns of new information as input to predict a trend, a time series model does 

not. A time series model can predict trends based only on the original dataset that is used to create the model. You can also add new data to the model when 

you make a prediction and automatically incorporate the new data in the trend analysis. 

An important feature is that it can perform cross prediction. If you train the algorithm with two separate, but related, series, you can use the resulting model to 

predict the outcome of one series based on the behavior of the other series. For example, the observed sales of one product can influence the forecasted sales 

of another product. Cross prediction is also useful for creating a general model that can be applied to multiple series.  

2.2 MICROSOFT LINEAR REGRESSION ALGORITHM 

The Microsoft Linear Regression algorithm is a variation of the Microsoft Decision Trees algorithm that helps you calculate a linear relationship between a 

dependent and independent variable, and then use that relationship for prediction.  

The relationship takes the form of an equation for a line that best represents a series of data. For example, the line in the following diagram is the best possible 

linear representation of the data.  
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Each data point in the diagram has an error associated with its distance from the regression line. The coefficients a and b in the regression equation adjust the 

angle and location of the regression line. You can obtain the regression equation by adjusting a and b until the sum of the errors that are associated with all the 

points reaches its minimum. There are other kinds of regression that use multiple variables, and also nonlinear methods of regression. However, linear 

regression is a useful and well-known method for modeling a response to a change in some underlying factor. 

2.3 MICRSOFT LOGISTIC REGRESSION ALGORITHM 

The Microsoft Logistic Regression algorithm is a variation of the Microsoft Neural Network algorithm. Logistic regression is a well-known statistical technique 

that is used for modeling binary outcomes, such as a yes-No outcome.  

Logistic regression is highly flexible, taking any kind of input, and supports several different analytical tasks: 

• Use demographics to make predictions about outcomes, such as risk for a certain disease. 

• Explore and weight the factors that contribute to a result. For example, find the factors that influence customers to make a repeat visit to a store. 

• Classify documents, e-mail, or other objects that have many attributes. 

3. SEGMENTATION ALGORITHM divide data into groups, or clusters, of items that have similar properties. An example of a segmentation algorithm is the 

Microsoft Clustering Algorithm. 

3.1 MICROSOFT CLUSTERING ALGORITHM 

The Microsoft Clustering algorithm is a segmentation algorithm. The algorithm uses iterative techniques to group cases in a dataset into clusters that contain 

similar characteristics. These groupings are useful for exploring data, identifying anomalies in the data, and creating predictions.  

Clustering models identify relationships in a dataset that you might not logically derive through casual observation. The clustering algorithm differs from other 

data mining algorithms, such as the Microsoft Decision Trees algorithm, in that you do not have to designate a predictable column to be able to build a clustering 

model. The clustering algorithm trains the model strictly from the relationships that exist in the data and from the clusters that the algorithm identifies. 

4. ASSOCIATION ALGORITHM - it find correlations between different attributes in a dataset. The most common application of this kind of algorithm is for 

creating association rules, which can be used in a market basket analysis. An example of an association algorithm is the Microsoft Association Algorithm. 

4.1 MICROSOFT ASSOCIATION ALGORITHM 

The Microsoft Association algorithm is an association algorithm that is useful for recommendation engines. A recommendation engine recommends products to 

customers based on items they have already bought, or in which they have indicated an interest. Association models are built on datasets that contain identifiers 

both for individual cases and for the items that the cases contain. A group of items in a case is called an itemset. An association model consists of a series of 

itemsets and the rules that describe how those items are grouped together within the cases.  

5. SEQUENCE CLUSTERING ALGORITHM - summarize frequent sequences or episodes in data, such as a Web path flow. An example of a sequence analysis 

algorithm is the Microsoft Sequence Clustering Algorithm. 

5.1 MICROSOFT SEQUENCE CLUSTERING ALGORITHM 

The Microsoft Sequence Clustering algorithm is a sequence analysis algorithm. You can use this algorithm to explore data that contains events that can be linked 

by following paths, or sequences. The algorithm finds the most common sequences by grouping, or clustering, sequences that are identical. This algorithm is 

similar in many ways to the Microsoft Clustering algorithm. However, instead of finding clusters of cases that contain similar attributes, the Microsoft Sequence 

Clustering algorithm finds clusters of cases that contain similar paths in a sequence.  

APPLYING THE ALGORITHMS 

 

Task  Microsoft algorithms to use  

Predicting a discrete attribute.  

For example, predict whether the recipient of a targeted mailing campaign will buy a product. 

Microsoft Decision Trees Algorithm 

Microsoft Naive Bayes Algorithm 

Microsoft Clustering Algorithm 

Microsoft Neural Network Algorithm 

Predicting a continuous attribute.  

For example, forecast next year's sales. 

Microsoft Decision Trees Algorithm 

Microsoft Time Series Algorithm 

Predicting a sequence.  

For example, perform a click stream analysis of a company's Web site. 

Microsoft Sequence Clustering Algorithm 

Finding groups of common items in transactions.  

For example, use market basket analysis to suggest additional products to a customer for purchase. 

Microsoft Association Algorithm 

Microsoft Decision Trees Algorithm 

Finding groups of similar items.  

For example, segment demographic data into groups to better understand the relationships between attributes. 

Microsoft Clustering Algorithm 

Microsoft Sequence Clustering Algorithm 

 

CONCLUSION 
Comprehensive data warehouses that integrate operational data with customer, supplier, and market information have resulted in an explosion of information. 

Competition requires timely and sophisticated analysis on an integrated view of the data. However, there is a growing gap between more powerful storage and 

retrieval systems and the users’ ability to effectively analyze and act on the information they contain. Both relational and OLAP technologies have tremendous 

capabilities for navigating massive data warehouses, but brute force navigation of data is not enough. A new technological leap is needed to structure and 

prioritize information for specific end-user problems. The data mining tools can make this leap. Quantifiable business benefits have been proven through the 

integration of data mining with current information systems, and new products are on the horizon that will bring this integration to an even wider audience of 

users. Data mining techniques can be of immense help to the banks and financial institutions in this arena for better targeting and acquiring new customers, 

fraud detections in real time, providing segment based products for better targeting the customers,   detection of emerging trends to take proactive stance in a 

highly competitive market adding a lot more value to existing products and services. To be successful a data mining project should be driven by the application 

needs and results should be tested quickly. Financial applications provide a unique environment where efficiency of the methods can be tested instantly, not 

only by using traditional training and testing data but making real stock forecast and testing it the same day. This process can be repeated daily for several 

months collecting quality estimates. 
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