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ABSTRACT 
Churn prediction is the concept of identifying those customers who are intending to move their custom to a competing service provider. This phenomenon has 

been magnified by electronic commerce. The internet channel returns control and power to customers who are no longer confined to the decision of single 

company. The outcomes are increase in customer power (Minguel, 2005) and competition exacerbation. Customer empowerment is likely to persist and amplify 

customer attrition issue. This paper focuses on introducing the phenomenon of customer attrition, reason for customer attrition and various data mining 

techniques which the author has encountered in literature. These techniques have been successfully applied to predict customer churn in different domains. Most 

common tools and measures used for evaluating the accuracy of different data mining techniques is another important issue which has been addressed in this 

paper. 

 

KEYWORDS 
Customer churn, classification, data mining, ISP, Prediction. 

 

1. CUSTOMER ATTRITION 
ith the emergence of electronic commerce, customers can more easily inquire about the market opportunities. They become more demanding and 

tend to switch from current/previous service provider to another service provider. This gives birth to the notion of churn, the movement of 

customers from provider to provider in search of better and cheaper products and services. Churn or customer attrition is defined as “the annual 

turnover of market base” (Minguel, 2005). 

Geppert (2002) defines churn as the gross rate of customer loss during a given period. Churn can be shown as follows: 

Monthly Churn = (C0 + A1 - C1) / C0   (1.1) 

Where: 

C0 = Number of customers at the start of the month 

C1 = Number of customers at the end of the month 

A1 = Gross new customers during the month 

Churn prediction is the concept of identifying those customers who are intending to move their custom to a competing service provider. Once identified, these 

customers can be targeted with proactive marketing campaigns for retention efforts. Churning customers can be divided into two main groups, voluntary and 

non-voluntary churners (Daskalaki, 2003). Non-voluntary churners are the easiest to identify, as these are the customers who have had their service withdrawn 

by the company. There are several reasons why company could revoke a customer’s service, including abuse of service and non-payment of service. Voluntary 

churn is more difficult to determine, because this type of churn occurs when a customer makes a conscious decision to terminate his/her service with the 

provider. Voluntary churn can be sub divided into two main categories, incidental churn and deliberate churn. Incidental churn happens when changes in 

circumstances prevent the customer from further requiring the provided service. Example of incidental churn includes changes in the customer’s financial 

circumstances, so that the customer can no longer afford the service, or a move to different geographical location where the company’s service is unavailable. 

Incidental churn usually only explains a small percentage of company’s voluntary churn. Deliberate churn, also the major concern of this study, is the problem 

that most churn management solutions tries to battle (Gappert, 2002). Reasons that could lead to customer’s deliberate churn are discussed in section 2.  

This phenomenon has been magnified by electronic commerce. The internet channel returns control and power to customers who are no longer confined to the 

decision of single company. The outcomes are increase in customer power (Minguel, 2005) and competition exacerbation. Customer empowerment is likely to 

persist and amplify customer attrition issue. 

The impact of churn is correlated with the industry lifecycle. When the industry is in the growth phase of its life cycle, sales increase exponentially; 
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FIGURE 1.1: CHURN RATE EVOLUTION (Minguel, 2005) 

 
The number of new customers largely exceeds the number of churners. Companies aim at getting more and more new customers. Nevertheless, the ratio (new 

customers/churners) tends one over time (Figure 1.1). The impact of churn becomes then markedly more sensitive. For product/services in the maturity phase 

of their lifecycle, companies put the focus on the churn rate reduction.  

As shown in Figure 1.2, Yan et.al (2004) state that predicting customer churn is a component in the decision framework for retaining customers and maximizing 

profitability. Yan et.al (2004) further state that customer data can help predict the reasons customers switch companies, the revenues generated in a specified 

period, revenue collection risk, and the response to a marketing offer.  

Companies can use these probability and revenue estimates in a decision theoretic framework to determine a churn intervention strategy and a profitability 

optimization strategy.  

There are two basic approaches of managing customer churn. Untargeted approaches rely on superior product and mass advertising to increase brand loyalty 

and retain customers.  Targeted approaches rely on identifying customers who are likely to churn, and then either providing them with a direct incentive or 

customizing a service plan to stay. There are two types of targeted approaches: reactive and proactive. With the reactive approach, the firm waits until the 

customer contacts the firm to cancel his or her account. The firm then offers the customer an incentive to stay. With the proactive approach, the firm tries to 

identify in advance customers who are likely to churn at some later date. The firm then targets these customers with special programs or incentives to forestall 

the customer from churning (Burez, 2006). Churn management efforts should not focus across the entire customer base because firstly not all customers are 

worth retaining, and secondly customer retention costs money; attempting to retain customers that have no intention of churning will waste resource. Targeted 

proactive programs have potential advantages of lower incentive costs.  

 

2. REASONS OF CHURN 
In an intensely competitive environment like that of mobile services or internet services, customers receive numerous incentives to switch and encounter 

numerous disincentives to stay. 

• Price. Particularly in the wireless and long-distance markets, carriers often offer pricing  promotions, such as relatively low monthly fees, high-volume 

offerings (fixed number of  minutes at a reasonable fee per month),  and low rates per-minute. These price incentives can provide residential customers, in 

particular, with powerful incentives to change carriers. 

• Service quality. Lack of connection capabilities or quality in places where the customer requires service can cause customers to abandon their current 

carrier in favor of one with broader reach or a more robust network. Frequent disconnections from their service providers may also increase the user’s 

frustration. 

• Fraud. Customers may attempt to “game the system” by generating high usage volumes and avoiding payment by constantly churning to the next 

competitor. 

• Lack of carrier responsiveness. Slow or no response to customer complaints is a sure path to a customer relations disaster.  Broken promises, long hold 

times when the customer reports problems, and multiple complaints related to the same issue are sure to lead to customer churn. 

• Brand disloyalty (or loyalty to another).  Brand issues may arise due to service or other issues experienced over time, mergers or acquisitions involving the 

incumbent carrier, or entry into the market of another carrier with strong brand recognition and reputation. Marginal brand loyalty can often be overcome 

by competitors’ incentives. 

• Privacy concerns. Consumers have an increasing awareness that companies they deal with have a lot of information about them, including their spending 

habits, personal financial information, health information, and the like. Breaking of privacy promises, publicized privacy problems, telemarketing, and other 
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issues are causing many customers to consider their personal privacy as an asset and they are holding their service providers responsible for keeping 

privacy promises.  

• Lack of features. Customers may switch carriers for features not provided by their current carrier. This might include the inability of a particular carrier to 

be the “one- stop shop” for all the customer’s communications needs. 

• New technology or product introduced by competitors. New technologies —such as high-speed data or bundled high-value service offerings—create 

significant   opportunities for carriers to entice competitors’ customers to switch. 

• New competitors enter the market. The mere existence of viable competitors to the incumbent carrier may cause certain disloyal customers to churn. 

Further, as competitors enter new markets, they often offer short- or long-term incentives to new subscribers to build market share. 

• Billing or service disputes. Billing errors, incorrectly applied payments, and disputes about service disruptions can cause customers to switch carriers. 

Depending on the situations, such churn may be avoidable.  

• Filtering, depending upon the government rules and regulations ISPs may be asked to block some content, which may cause inconvience to some users. 

Especially when filtering is not accurate and some sites are blocked by mistake. 

 

3. APPLYING DATA MINING TO DEAL WITH CUSTOMER CHURN: 
To solve a business problem like customer churn using data mining, that problem is needed to be translated in to one of the KDD functions. These functions 

include Classification, Prediction, Estimation, Association, Clustering, etc. Classification, Prediction and Estimation are examples of directed data mining. 

Association and Clustering are examples of undirected data mining. In directed data mining there is always a target variable- something to be classified, 

estimated or predicted. In undirected data mining, there is no target variable. The data mining task is to find overall patterns that are not tied to any one 

variable. The most common form of undirected data mining is clustering, which finds groups of similar records without any instructions about which variable 

should be considered as most important. In the machine learning literature, directed data mining is called supervised learning and undirected data mining is 

called unsupervised learning (Berry, 2004). Churn prediction being a classification task (Wei et.al, 2002) it will be discussed next section including its difference 

with prediction. 

3-1) CLASSIFICATION AND PREDICTION 

Classification and prediction are two forms of data analysis that can be used to extract models describing important data   classes or to predict future data 

trends. Such analysis can help provide us with a better understanding of the data at large. Whereas classification predicts categorical (discrete, unordered) 

labels, prediction models continuous-valued functions (Han, 2003). 

CLASSIFICATION is a two-step process, In the first step, a classifier is built describing a predetermined set of data classes or concepts. This is the learning step (or 

training phase), where a classification algorithm builds the classifier by learning from a training set made up of database tuples and their associated class labels. 

A tuple, X, is represented by an n-dimensional attribute vector, X = (x1, x2, …., xn), depicting n measurements made on the tuple from n database attributes,  

respectively, A1,A2,….,An. Each tuple, X, is assumed to belong to a predefined class as determined by another database attribute called the class label attribute. 

The class label attribute is discrete-valued and unordered. It is categorical in that each value serves as a category or class. The individual tuples making up the 

training set are referred to as training tuples and are selected from the database under analysis.  

This first step of the classification process can also be viewed as the learning of a mapping or function, y = f(X), that can predict the associated class label y of a 

given tuple X. In this view, we wish to learn a mapping or function that separates the data classes. Typically, this mapping is represented in the form of 

classification rules, decision trees, or mathematical formulae. 

In the second step, the model is used for classification. First, the predictive accuracy of the classifier is estimated. If we were to use the training set to measure 

the accuracy of the classifier, this estimate would likely be optimistic since the  classifier tends to overfit the data (that is, during learning it may incorporate 

some particular anomalies of the training data that are not present in the general data set overall). Therefore, a test set is used, made up of test tuples and their 

associated class labels. These tuples are randomly selected from the general data set. They are independent of the training tuples, meaning that they are not 

used to construct the classifier. The accuracy of a classifier on a given test set is the percentage of test set tuples that are correctly classified by the classifier. The 

associated class label of each test tuple is compared with the learned classifier's class prediction for that tuple. If the accuracy of the classifier is considered 

acceptable, the classifier can be used to classify future data tuples for which the class label is not known. (Such data are also referred to in the machine learning 

literature as “unknown" or “previously unseen" data.) (Han, 2003). 

PREDICTION is a two-step process, similar to that of data classification.  However, for prediction, we lose the terminology of “class label attribute" since the 

attribute for which values are being predicted is continuous-valued (ordered), rather than categorical (discrete-valued and unordered). The attribute can be 

referred to, simply, as the predicted attribute. Prediction can also be viewed as a mapping or function, y = f(X), where X is the input (e.g., a  tuple  describing a 

loan applicant ) and the output y is a continuous or ordered value (such as the predicted amount that the bank can safely loan the applicant). That is, we wish to 

learn a mapping or function that models the relationship between X and y.  

Prediction and classification also differ in the methods that are used to build their respective models. As with classification, the training set used to build a 

predictor should not be used to assess its accuracy. An independent test set should be used instead. The accuracy of a predictor is estimated by computing an 

error based on the difference between the predicted value and the actual known value of y for each of the test tuples, X  (Han, 2003). 

 

4. CUSTOMER CHURN IN LITERATURE 
Customer attrition is an important issue for any company and is easiest to define in subscription based businesses, and partly for that reason, churn modeling is 

most popular in theses businesses (Berry, 2004). Long-distance companies, Mobile phone service providers, Insurance companies, Cable companies (Pay-TV) 

(Burez et.al, 2006), financial service companies, Internet service providers, newspapers, magazines, and some retailers all share subscription model where 

customers have a formal, contractual relationship which must be explicitly ended.  

4-1. CUSTOMER CHURN IN MOBILE SERVICE PROVIDERS 

As deregulation, new technologies, and new competition have opened up telecommunication industry, the telecommunication service market has become more 

competitive then ever. And in this strongly competitive and broadly liberalized mobile telecommunication industry, customer churn has turned into very serious 

issue. Many subscribers frequently churn from one provider to another in search of better rates/service or for the benefits of signing up with new carrier (e.g., 

such as receiving the latest cellular phone). Low signup fees particularly for prepaid mobile services also encourage customers to churn. Wireless local number 

portability (WLNP) or the ability to change mobile carriers and keep mobile phone number also poses a big challenge to the already reeling telecommunication 

company.  

It is estimated that the average churn rate for the mobile telecommunications is 2.2% per month. i.e., about 27% of given carrier’s subscriber are lost each year 

(Yan et.al, 2004), making it essential to develop an effective churn reduction method. The cost of acquisition of new mobile service subscriber is estimated to be 

from $300 to $ 600. However, the cost of retaining an existing subscriber is generally much lower than that (Wei et.al, 2002). 

Wei et.al (2002) used the call pattern changes and contractual data and developed a data mining based churn prediction technique that identify potential 

churners at the contract level. In their study they used the decision tree approach as the basis for the development of their technique for mobile 

telecommunication company in Taiwan. In an another attempt to identify the determinants of subscriber churn and customer loyalty in Korean mobile 

telephony market; Kim et.al (2004) used binomial logit model based on the survey of 973 mobile users . 

4-2. CUSTOMER CHURN IN BANKING AND INSURANCE 

Over the past two decades, the financial markets have become more competitive due to the mature nature of the sector on the one hand and deregulation on 

the other, resulting in diminishing profit margins and blurring distinctions between banks, insurers and brokerage firms. Hence, now a day a small number of 

large institutions offering a wide set of services dominate the financial-service industry. These developments stimulated bank and Insurance companies to 
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implement customer relationship management (CRM). Under this intensive competitive pressure, companies realize the importance of retaining, their current 

customers. The substantive relevance of attrition modeling comes from the fact that a bank is able to increase its profits by 85% due to a 5% improvement in the 

retention rate (Prinzie et.al, 2005).  

Bart Lariviere et.al (2004) studied the defectors of saving and investment (SI) customers of a large Belgian financial service provider. Their study involves the use 

of Kplan-Meier estimator to gain insight into the timing of the SI churn event. A multi dimensional probit model and a proportional hazard model are performed 

to find the most convenient products to cross sell in terms of customer preferences and the likelihood to lower the customer defection proness respectively. 

In order to establish a system that can provide warning signs to network banking services soon before they are losing valuable customers,  Chaing et.al. (2003) 

took association rules in use and proposed an efficient algorithm called goal- oriented sequential pattern, which can find out behavior patterns of loosing 

customers or clues before they stop using some products. 

4-3. CUSTOMER CHURN IN ISP 

Internet popularity is growing at impressive rate. Sooner or later, every customer comes face to face with a decision of choosing an ISP. ISPs endure a five times 

higher churn rate cumulating to 10% monthly (Minguel, 2005). It is also said that nearly half of all Internet subscribers leave their provider every year (Au et.al, 

2003). IP network metering, which has lately pick up steam, is the key enabler of getting the fundamental information of churn prediction. Shen-Tun Li et.al. 

(2005) applied the well known data mining methodology CRISP-DM to investigate network usage behaviors of the ISP subscribers in Taiwan. They used Attribute-

oriented Induction (AOI) method for discovering characteristics and discrimination knowledge of ISP customers from the ISP traffic data.   An empirically tested 

model developed by Jyh-Shen Chiou (2004) examines the antecedents of consumer loyalty toward ISPs. In choosing an ISP, pricing was and is a main 

differentiating factor in mind of customers; however, service quality has emerged as a major concern among users lately. Management of ISP has discovered 

that service quality is important not only for attracting new customers, but more importantly for retaining existing customers who may otherwise be lured away 

by lower fees.  Gray Madden et.al (1999) developed a probability model for ISP subscriber churn. Their model relates the probability of subscribers churn to 

various service attributes and subscriber characteristics. Khan et.al (2010) used the subscribers’ demographic, billing and usage date to find the best predictors 

in one hand and compared the performance of different data mining techniques on the other.  They found that best predictors lies among usage data and neural 

network showed better performance than decision trees. 

 

5. TECHNIQUES USED TO DEAL WITH CHURN 
This section provides a discussion on the various predictive modeling techniques and provides an overview of the research gap area. Much work has been done 

in the area of CRM and predicting customer behavior, although it appears that to date customer churn management has not received the attention that it 

requires. Figure 5.1 shows a chart of the known predictive and segmentation methods, compiled by Verhoef and Donkers (2001). It can be observed from Figure 

5.1 that cross-tabulation has been the most popular segmentation and predictive modeling technique in the past. The next column shows RFM as segmentation 

and predictive modeling technique. Hadden et.al (2005) state that RFM defines the variables for use with segmentation and prediction modeling techniques 

rather than a technology of its. Methods such as waiting RFM variables have been reported in the literature, and weighting the variables provides better results. 

 

FIGURE 5.1:  PREDICTION AND SEGMENTATION TECHNIQUES (Verhoef et.al. 2001) 

 
Linear regression is another popular technique, for performing both segmentation and prediction, while cluster analysis and factor analysis have been shown 

specifically for segmentation. According to Verhoef et.at (2001), the three main technologies for prediction, CART, Logit analysis and neural networks have been 

least used methods. However, the figure shows that CART has been preferred over neural networks and logit regression. 

 

FIGURE 5.2: KDD TECHNIQUES USED IN LATEST RESEARCH (Hadden, et. al., 2005) 
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Based on a review of literature related to churn management, Hadden et.al, (2005) compiled Figure 5.2. The research conducted by Hadden et.al, (2005) is 

focused mainly on publications during the last five years. Therefore it updates the finding of Verhoef et.al, (2001).  Cross-tabulation is an older modeling 

technique, which has been overtaken by more advanced and accurate methods. Furthermore, the difference between Figure 5.1 and 5.2 are also because the 

focus of Figure 5.1 is on segmentation and prediction techniques in general, and focus of figure 5.2 is on technologies for predicting customer behavior. One of 

the major differences is that regression analysis has taken the lead for the preferred method, following by decision trees and Markov models, and then neural 

networks. This means that four of the least used methods reported by Figure 5.1 have become four of the most popular as reported by Figure 5.2. Following the 

charts, Table 5.1 is presented, which offers a reference to which research papers are connected with which technology. 

 

TABLE 5.1: REFERENCE OF PAPERS AND THE TECHNOLOGIES 
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Au, W.-H., (2003)  * *     

Hwang, (2004) * * *     

Baesens, (2004) *   *    

Ng and Liu, (2001)   *     

Verhoef & Donkers, (2001) *       

Ven Den Poel, (2003) *       

Madden & Savage, (1999) *       

Wei & Chiu, (2002)   *     

Van Den Poel & Lariviere, (2003)   *     

Chae, (2001) *  *     

Au, T., (2003) * * *     

Daskalki, (2003)  * *  *   

Malhotra, (2003)  * *  *   

Chiang, (2003)  *    *  

Lariviere, (2004) *       

Hsieh, (2004)  *      

Hung, (2003)  * *     

Kim , (2004) *       

Yan, (2004) *       

Burez, (2006)    *    

Support Vector Machine is another technique which has lately picked up and is being extensively used for churn prediction. 

A Support Vector Machine (SVM) is an algorithm for the classification of both linear and nonlinear data. It transforms the original data in a higher dimension, 

from where it can find a hyperplane for separation of the data using essential training tuples called support vectors. Detailed description of all the classification 

techniques is out of the scope of this paper. However, next section presents how we can calculate the accuracy of different models applied for churn prediction.    

 

1. EVALUATING DIFFERENT TECHNIQUES 
The confusion matrix is a useful tool for analyzing how well our classifier can recognize tuples of different classes.  A confusion matrix for two classes is shown in 

fig.  

 

FIG 6.1: CONFUSION MATRIX FOR TWO CLASSES 

 
As an example, if we consider C1 as a class of churners and C2 as a class of non churners, then TP (true positive) represents those who were churners and are 

correctly classified as churners, FP (false positive) represent those who where non churners but our classification technique has classified them as churners. 

Similarly, FN (False negative) represent those who were churners but are classified as non churners and TN (True negative) represent those who are non 

churners and are correctly classified as non churners.  

The following meaningful measures can be extracted (Bradley (1997)):  

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

Sensitivity = TP / TP + FN 

Specificity = TN / (TN + FP) 

There are several methods documented for validating a customer churn model. Some popular methods are discussed below: 

• Cross-fold validation: Hwang et.al, performed validation by creating a 70/30 divide of the data. The 70% divide created the training set, and the 30% divide 

created the validation set. Cross-fold validation is based on the principle of using the available for both training and validation. Several cross-validation methods 

have been proposed in the literature, two examples follow: 

◦ V-fold cross validation—the learning set is randomly partitioned into limited datasets of equal size. Each set is then used as a validation set. 

◦ Monte Carlo cross validation—the learning set is repeatedly divided into two random sets for training and validation. 

• Cross-fold validation is most suitable in those cases in which there is a scarcity of data. 
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FIG 6.2: ESTIMATING ACCURACY WITH HOLDOUT METHOD 

 
•The holdout method shown in fig 6.2, the given data are randomly partitioned into two independent sets, a training set and a test set. Typically, two thirds of 

the data are allocated to the training set, and the remaining one third is allocated to the test set. The training set is used to derive the model, whose accuracy is 

estimated with the test set. 

 

7. INCREASING THE ACCURACY 
There have been numerous comparisons of the different classification and prediction methods, and the matter remains a research topic. No single method has 

been found to be superior over all others for all data sets. Issues such as accuracy, training time, robustness, interpretability, and scalability must be considered 

and can involve trade-offs, further complicating the quest for an overall superior method.  

 

FIG 7.1: INCREASING MODEL ACCURACY (Han, 2003) 

 
Empirical studies show that the accuracies of many algorithms are sufficiently similar that their differences are statistically insignificant, while training times may 

differ substantially. However, there are strategies to increase the accuracy of prediction or classification. Two such techniques are Bagging and Boosting; each 

generate a set of classification or prediction models, M1, M2,…….,Mk. Voting strategies are used to combine the predictions for a given unknown tuple. 

 

CONCLUSION 
Customer churn has been identified as one of the serious business issues and the mitigation of the same has been the center of attention for academicians and 

researchers from quite some time. Without going in to the details of different data mining techniques, which has been taken use of, for the minimization of 

customer churn, this paper first of all introduced the notion of customer churn in detail and highlighted different possible reasons which give birth to the churn. 

Different domains, which are severely affected with customer churn have been identified as appeared in the literature. However, different indexes and 

parameters for measuring the most affected industry are yet to be investigated. This paper further introduced the most common tools and measures used for 

evaluating the accuracy of different data mining techniques. 
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