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ABSTRACT 
In past years, there was no concept of Ontology and Semantic Web. At that time, researchers uses the concept of Knowledge Management Solutions (KM) for 

identifying patterns and trends from large quantities of data. With advent of decisional data processes in 1990’s, concept of Databases and Data Warehouse 

came into existence. Keeping concept of Data Mining and Distributed Databases in mind, this paper emphasis on Evolution of Ontology, role of Knowledge 

Discovery (KD) processes, formation of new concepts and approaches with ontology in Multi Agent Systems (MAS). It also solves the problem of classifying and 

analyzing web documents by making use of ONTOLOGY WEB CONTENT MINING methodology and implementing them by using WORDnet. 

 

KEYWORDS 
Data Mining, Knowledge Discovery (KD), Peer-to-Peer Architecture, Multi Agent Systems (MAS), Ontology, Distributed Data Mining (DDM), Agent Based 

Distributed Data Mining (ADDM), WORDnet. 

 

INTRODUCTION 
n recent years, there was a great demand of Knowledge Management (KM) solutions and are used in organization as tools for performing many tasks. 

These tasks include: 

 

� Document Management and Workflow Management 

� Web Conferencing 

� Data Warehouse and Decision Support Systems 

But these conventional KM solutions are unable to become part of organization and committee because these solutions are based on centralized architecture 

which is storehouse of central knowledge only that is accessed through standard ontology. These KM solutions are not able to access decentralized information 

located at different networks. After these uncertainties with KM solutions, the concept of Ontology and Semantic Web was introduced [1]. Besides this, the 

architecture given by conventional KM solutions is not suitable for integration of knowledge and business requirements. It is evident from requirements of KM 

solutions as shown below: 

FIGURE - 1: REQUIREMENTS OF KM SOLUTIONS 

 

                                                           

 

 

                                                                             

 

According to requirements of KM solutions, we have used Peer-to-Peer architecture (P2P) that fulfils the integration of knowledge and business processes. 

Peer-to-Peer (P2P):- It is technology that gives way of enabling distributed control of knowledge and diversity of contexts.  It describes large collection of 

concepts related to distributed knowledge and it facilitates all requirements of KM solutions. This P2P architecture represents organization as distributed 

processes that manage the KM of individual users and maintain coordination among them 

“Although P2P is powerful paradigm when it is used to satisfy user requirements of Knowledge level KM solutions. But it is not suitable to complex systems [2].” 

The answer to this statement lies below: 

o It doesn’t give information about the social skills of peers. Peers are the users in P2P terminology. 

o Current implementation of P2P based systems trust peers as entities with limited social skills like Search, Locate and Send. But in KM solutions, we need 

complex social skills like collaboration, coordination etc.  These skills are not available with P2P systems. 

I

KM solutions 

Combine 
management of 

Knowledge assets 

Introduce dynamic 
distribution of knowledge 

Combine efficient 
retrieval mechanisms 

Develop integration 
between databases 

Develop coordination 
between agents 



VOLUME NO. 3 (2013), ISSUE NO. 01 (JANUARY

INTERNATIONAL JOURNAL OF RESEARCH IN COM
A Monthly Double-Blind Peer Reviewed (Refereed

The remaining sections of paper are as follows: Section 2 gives information about 

agents. This section presents approach involved in formation of concepts and improving knowledge s

Mining and its classification. It is categorized into Distributed Data Mining

brief introduction about Multi Agent Based Distributed Data Mining

documents. It is done through experimentation with WORDnet

 

2. EVOLUTION OF ONTOLOGY IN MULTI AGENT SYSTEMS
With advent of concept of Ontology and Semantic Web, we are able to use KM solutions in different environments where agents can define their own ont

An agent is able to perform following tasks with use of Ontology:

� Agents can distribute collection of data and enable commun

� Interface Description Languages and services are provided for different environments where Interface Language refers to defin

location. 

� Agents are able to access some distributed models to enable interaction between processes like CORBA (Common Object Request Broker Architecture), 

RMI (Remote Method Invocation). 

2.1 MULTI AGENT SYSTEMS (MAS) 

Problem: - While using KM solutions for integration of knowledge processes, we 

resources at centralized location via peers. Peers are directly connected to Hub. But this architecture is not suitable for a

systems. Then what is way to retrieve knowledge from systems in complex KM environment.

Solution: - Multi Agent Systems (MAS) 

Analysis: - Systems where individual self authorized agents derive new facts with the help of other agents are called 

individual agents create their different models and prototypes instead of following standard ontology. 

Agents use different kinds of knowledge sources and resolve differences among themselves to provide 

can also define MAS in terms of characteristics of agents as follows:

 

 

 

                                               

                                                     

    Agent                                                                                                                        

Ontology is evolved by learning concepts and relationships by taking guidance from other agents. We need to make aware of concepts among ag

improve knowledge sharing which is efficient for communication.

Approach involved: - There are following assumptions to be kept in mind which are as follows:

• Assume given organization has n agents Ag1…..Agn

• Each agent knows concept which is denoted by Ck.

• Each agent has positive and negative thoughts (ti) with r

• Each agent has learning algorithm (Li) or classification mechanism.

• Each agent has its unique Ontology denoted as Oi.

• Each agent has set of features for representing concepts. It is denoted as 

It is represented as: Agn = {Li, ti, fi, Oi} 

(a) Learning Algorithm (Li): - An agent learns a concept under supervision of teachers. It is also possible that    teachers are not well expert about given

in that case they can use learning algorithm to give example regarding queries

(b) Set of thoughts/examples (ti): - In this, positive and negative examples are taught to agents by teacher. These examples are related to given problem 

domain. Using this classification capability, learner agent is able to decide whether example is pos

(c) Set of features (fi): - They are most important factor to represent concepts.  Features are selectively used by each agent to represent different con

Multi Agent concept learning, we have to collect most related features fro

(d) Ontology (Oi): - In terms of concepts and knowledge sharing, it is defined as mixture of Meta concepts and fine grained structure. Meta concep

concepts which are divided into sub concepts until fine grained concept level is reached. It is preferred to use own ontology rather than using standa

We can achieve ontology- based semantic integration [3, 4] which means that we can resolve differences that arises dur

agents. It is done in following ways: 

� Using a single centralized ontology for all agents and application domain.

� Merge source ontology into a common ontology to prevent overlapping of concepts by various agents.

� Search set of mappings or matches between two ontologies when it is difficult to merge them.
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FIGURE - 2: P2P ARCHITECTURE 

 
The remaining sections of paper are as follows: Section 2 gives information about Evolution of Ontology in Multi Agent Systems

agents. This section presents approach involved in formation of concepts and improving knowledge sharing among agents .Section 3 describes concepts of 

Distributed Data Mining (DDM), its architecture, technology and protocols used for systems. It also defines 

Based Distributed Data Mining (MADDM) and its various agents. Section 4 deals with methodology for classification of web 

WORDnet.  

2. EVOLUTION OF ONTOLOGY IN MULTI AGENT SYSTEMS 
of Ontology and Semantic Web, we are able to use KM solutions in different environments where agents can define their own ont

An agent is able to perform following tasks with use of Ontology: 

Agents can distribute collection of data and enable communication of data in different environments and applications.

Interface Description Languages and services are provided for different environments where Interface Language refers to defin

distributed models to enable interaction between processes like CORBA (Common Object Request Broker Architecture), 

While using KM solutions for integration of knowledge processes, we have used P2P architecture for enabling distributed control of knowledge 

resources at centralized location via peers. Peers are directly connected to Hub. But this architecture is not suitable for a

to retrieve knowledge from systems in complex KM environment. 

Systems where individual self authorized agents derive new facts with the help of other agents are called MULTI AGENT SYSTEMS

individual agents create their different models and prototypes instead of following standard ontology. An agent is defined as an entity with/without body

Agents use different kinds of knowledge sources and resolve differences among themselves to provide best answers of queries in complex KM environment. We 

can also define MAS in terms of characteristics of agents as follows: 

FIGURE 3: CHARACTERISTICS OF AGENTS 

Agent                                                                                                                        

olved by learning concepts and relationships by taking guidance from other agents. We need to make aware of concepts among ag

improve knowledge sharing which is efficient for communication. 

ns to be kept in mind which are as follows: 

Ag1…..Agn where each agent manages knowledge for its organization. 

Ck. 

) with respect to that concept. 

) or classification mechanism. 

Oi. 

Each agent has set of features for representing concepts. It is denoted as fi. 

An agent learns a concept under supervision of teachers. It is also possible that    teachers are not well expert about given

in that case they can use learning algorithm to give example regarding queries. 

In this, positive and negative examples are taught to agents by teacher. These examples are related to given problem 

domain. Using this classification capability, learner agent is able to decide whether example is positive or negative. 

They are most important factor to represent concepts.  Features are selectively used by each agent to represent different con

Multi Agent concept learning, we have to collect most related features from different sources of knowledge in order to develop a comprehensive concept.

In terms of concepts and knowledge sharing, it is defined as mixture of Meta concepts and fine grained structure. Meta concep

d into sub concepts until fine grained concept level is reached. It is preferred to use own ontology rather than using standa

based semantic integration [3, 4] which means that we can resolve differences that arises dur

Using a single centralized ontology for all agents and application domain. 

Merge source ontology into a common ontology to prevent overlapping of concepts by various agents. 

h set of mappings or matches between two ontologies when it is difficult to merge them. 
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Evolution of Ontology in Multi Agent Systems. It also relates to concept of 

haring among agents .Section 3 describes concepts of Data 

(DDM), its architecture, technology and protocols used for systems. It also defines 

Section 4 deals with methodology for classification of web 

of Ontology and Semantic Web, we are able to use KM solutions in different environments where agents can define their own ontology. 

ication of data in different environments and applications. 

Interface Description Languages and services are provided for different environments where Interface Language refers to defining of data objects and their 

distributed models to enable interaction between processes like CORBA (Common Object Request Broker Architecture), 

have used P2P architecture for enabling distributed control of knowledge 

resources at centralized location via peers. Peers are directly connected to Hub. But this architecture is not suitable for accessing knowledge from complex 

MULTI AGENT SYSTEMS. In these systems, 

An agent is defined as an entity with/without body. 

best answers of queries in complex KM environment. We 

Agent                                                                                                                               Agent 

olved by learning concepts and relationships by taking guidance from other agents. We need to make aware of concepts among agents in order to 

An agent learns a concept under supervision of teachers. It is also possible that    teachers are not well expert about given queries, 

In this, positive and negative examples are taught to agents by teacher. These examples are related to given problem 

They are most important factor to represent concepts.  Features are selectively used by each agent to represent different concepts. In 

m different sources of knowledge in order to develop a comprehensive concept. 

In terms of concepts and knowledge sharing, it is defined as mixture of Meta concepts and fine grained structure. Meta concepts are 

d into sub concepts until fine grained concept level is reached. It is preferred to use own ontology rather than using standard ontology. 

based semantic integration [3, 4] which means that we can resolve differences that arises during run time interaction of system and 
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2.2 OVERVIEW OF CONCEPTS 

Before forming concepts, we categorize concepts in two levels: 

(a) Well Understood Concepts (WUC): - Concepts which are known and clearly understood are called WUC. They have nodes in their ontology to show concepts. 

Agent searches its ontology to find concept. If features are matched, agent is expert and it has positive and negative examples which are assigned to WUC. 

(b) Vague Understood Concepts (VUC): - Concepts that are not clearly mentioned in ontology are called VUC. They are implicit i.e. they are understood by 

indirectly means. VUC are described through lattice structure that shows relations and concepts in form of hierarchy. If features are not matched related to 

ontology, then there is no WUC and agent will draw lattice to find VUC. 

Below we have shown features of Cricket Association in hierarchical manner. It is shown below: 

 

FIGURE - 4: ONTOLOGY HIERARCHY 

 

         

 

 

 

 

 

 

 

 

 

 

2.3 FORMATION OF CONCEPTS 

In formation of concepts, object refers to documents. Agents have some objects and features corresponding to particular concept or set of concepts. It has 

following processes: 

� Agent builds formal document and its related lattice. Lattice is structure that is improved with addition of objects and features. 

� Concepts in lattice are generated automatically and under guidance of supervisor. 

� Concepts are clearly labeled by the supervisor. 

FIGURE - 5: FORMATION OF CONCEPTS 
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                                                        Objects                                  Features                                   Lattice 

3. INTRODUCTION TO DATA MINING 
Data mining is a technology that is used for identifying patterns and ways from large quantities of data or other information repositories. This technology works 

in a way that it adopts data integration method to generate Data Warehouse. With help of algorithm, it extracts agent information. 

Data Mining involves use of several agents and data sources in which agents are configures to work on basis of mining algorithms to solve multiple tasks. Data 

Mining is originated from Knowledge Discovery from Databases (KDD) [5].  

 

FIGURE - 6: KDD PROCESSES 
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                           Initial Data (Phase1)     Target Data             Pre-processed Data          Transformed Data             Model  

Knowledge Discovery (KD): - It is defined as discovery of interesting, implicit and unknown knowledge from large databases. Conventional Data mining methods 

like Classification, Association have been introduced but they are unable to extract information from complex systems. To facilitate knowledge discovery in 

complex systems, we establish ontology to describe basis of system knowledge. Special Ontology is written by experts in some specific format. Common Ontology 

is used to describe knowledge of system. It is written in formal language that is understood by all agents. 
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FIGURE - 7: ONTOLOGY IN COMPLEX MULTI AGENT SYSTEMS [6] 

                            

  

                                              

  

                                                    

 

 

Concept of Data Mining suffered from many challenges as shown below: 

o There is huge amount of data located at different sites. To identify patterns from them can easily exceed limit. 

o Since Data Mining involves large datasets therefore it is preferred to distribute data into fragments in order to achieve parallel processing. 

o In many cases, data which is to be mined is produced at either higher rate or it comes in small packets. It may lead to wastage of data and less accuracy. 

o Data extracted after mining process is not secure to transfer on all networks. 

3.1 DISTRIBUTED DATA MINING (DDM) 

Problem: - Since huge amount of data is located at different sites and data is not transferred to other sites due to privacy issues. Single Data Mining techniques 

deals with centralized structure and to achieve faster processing, we have to distribute data sources into fragments.  

Solution: - DDM 

Analysis: - Objective of DDM is to perform data mining operations based on type and availability of data sources. It has algorithms to perform mining operations 

at centralized location and leads to distributed data.  

Concept of DDM arises from its decentralized architecture that reaches every network. It increases security of data when it is transferred to other networks. DDM 

is complex system that focuses on the distribution of resources over wide network as data mining processes. It extracts useful patterns from distributed 

heterogeneous databases. It has framework designed as an integrated GUI based environment that constructs the design process of multi agent system [7]. It 

makes use of agents for updating these systems from time to time. It is shown below: 

 

FIGURE - 8: DDM FRAMEWORK 
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3.2 ARCHITECTURE 

Multi agent systems architecture are used for both Distributed Data Mining (DDM) and Distributed Classification (DC) systems. This architecture is organized as 

two level procedures as follows: 

� First level deals with producing classifications on basis of particular data. 

� Second level deals with source based classification. 

DDM: - It comprises components that handle source based data and tasks. It operates only in same host as that of data sources. Distributed Data Mining Multi 

agent System (DDMMAS) is categorized into two parts as shown in table 1. 
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DC: - It is composed of components that handle metadata. It operates in 

parts as shown in table 2. 

SOURCE BASED PART 

It has following components: 

• Data Source Management Function: - It participates in dist

design of ontology and collaborates with Meta level agents in testing 

and training method. 

• KDD Agent of data source: - It trains and tests source based 

classification agents. 

• Training and Testing Services: - It is not an agent. This component 

consists of software classes or tools to implement KDD methods.

                                                  

Source based part 

                                    

SOURCE BASED PART 

It has following components: 

• Source Based Classification Agents: - It consists of Base 

Classifiers. These classifiers are tested by KDD agent of data 

source. 

                                                    

           

                Source based part                                                

3.3 PROCESS FOR MINING DECENTRALIZED DATA BY AGENTS

Since decentralization of data is the main requirement for DDM systems. Data is distributed at each data site. Autonomous agents perform multiple tasks based 

on configuration of systems. Then agent interprets the configuration and generates execution plan to complete multiple tasks.

Agents can be transferred from one data site to other data sites. 

limitation leads to better security as it prevents unwanted tasks from different hosts.

3.4 MULTI AGENT BASED DISTRIBUTED DATA MINING SYSTEM (MADM)

Problem: - In DDM systems, we can’t obtain exact result from various processes as knowledge obtained from one model is different from an

irrespective of data is same. This makes DDM systems incompatible. Then what is way to obtain accurate knowledge among distributed systems.

Solution: - MADM systems  

Analysis: - MADM system involves use of various agents to complete its task. It uses KQML as standard language that 

has various agents which are described in table3 along with their functions.
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KDD agent
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It is composed of components that handle metadata. It operates in any host. Distributed Classification Multi Agent System (DCMAS)

Table - 1: DDM MAS 

META LEVEL PART 

It participates in distributed 

design of ontology and collaborates with Meta level agents in testing 

trains and tests source based 

It is not an agent. This component 

sts of software classes or tools to implement KDD methods.  

It has following components: 

• KDD Master/Meta Learning Agent: 

testing of Metadata. It manages design of Meta model used 

in decision making. 

• KDD Agent of Meta level: 

classification agent 

FIGURE - 9: ARCHITECTURE OF DDM MAS 

Meta level part 

 

TABLE - 2: DC MAS 

META LEVEL PART 

It consists of Base 

Classifiers. These classifiers are tested by KDD agent of data 

It has following components: 

• Agent Classifier: - It is trained and tested by Meta 

• Decision Combining Management Agent: 

operations of Agent classifier of Meta level and Meta level KDD 

agent 

FIGURE 10: ARCHITECTURE OF DC MAS 

                     Meta level part 

3.3 PROCESS FOR MINING DECENTRALIZED DATA BY AGENTS 

requirement for DDM systems. Data is distributed at each data site. Autonomous agents perform multiple tasks based 

on configuration of systems. Then agent interprets the configuration and generates execution plan to complete multiple tasks.

transferred from one data site to other data sites. It leads to dynamic organization of DDM system. Each agent can view limited system. This 

limitation leads to better security as it prevents unwanted tasks from different hosts. 

 

FIGURE 11: DECENTRALIZATION PROCESS 

INING SYSTEM (MADM) 

In DDM systems, we can’t obtain exact result from various processes as knowledge obtained from one model is different from an

akes DDM systems incompatible. Then what is way to obtain accurate knowledge among distributed systems.

MADM system involves use of various agents to complete its task. It uses KQML as standard language that facilitates interaction among agents [8]. It 

has various agents which are described in table3 along with their functions. 
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. Distributed Classification Multi Agent System (DCMAS) is categorized into two 

KDD Master/Meta Learning Agent: - It performs training and 

testing of Metadata. It manages design of Meta model used 

KDD Agent of Meta level: - It trains and tests Meta level 

 

It is trained and tested by Meta level KDD agent. 

Decision Combining Management Agent: - It coordinates 

operations of Agent classifier of Meta level and Meta level KDD 

requirement for DDM systems. Data is distributed at each data site. Autonomous agents perform multiple tasks based 

on configuration of systems. Then agent interprets the configuration and generates execution plan to complete multiple tasks. 

. Each agent can view limited system. This 

 

In DDM systems, we can’t obtain exact result from various processes as knowledge obtained from one model is different from another model 

akes DDM systems incompatible. Then what is way to obtain accurate knowledge among distributed systems.   

facilitates interaction among agents [8]. It 

Training and Testing Meta data

Server of learning methods

Generate Execution plan
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TABLE 3: VARIOUS MADM AGENTS AND THEIR FUNCTIONS 

AGENTS FUNCTIONS 

(a) Interface Agent (User Agent) It interacts with user to provide requirements and displays results. It has interface module that contains method for inter 

agent communication. 

(b) Facilitator Agent (Management 

Agent) 

It activates different agents. It receives questions from interface agent and may take the help of group of agents to solve 

those questions. 

(c) Resource Agent (Data Agent) It maintains Meta data information about data sources. It generates queries based on user request and sends their results 

to user agent. 

(d) Mining Agent It implements Data mining techniques and algorithms. 

(e) Result Agent It observes mining agents and other results from them. After obtaining results, these agents show results to user agent by 

integrating with manager agent. 

(f) Broker Agent It is advisor agent that can send reply to query of an agent with name and ontology of respective agent. 

(g) Ontology Agent It maintains and provides knowledge of ontology to solve queries related to ontology 

3.5 FLOW OF SYSTEM OPERATIONS  

Pre decision made in order to mine given data sources is called Data Mining Task Planning. Data mining task planning requires compensation between Facilitator 

Agents and Mining Agents through message passing.  

Consider User Agent is denoted U. Facilitator Agent is denoted by X. Broker Agent is denoted by Y. Mining Agent is denoted by Z. If U sends request to X to ask 

for Data mining with other agents in system. Then X tries to compensate with Y to determine which agents are suitable for performing task. Mining Agent Z is 

responsible for completion of task while X is used for planning. When Z is completed, it shows results to X and X passes them to U. 

 

FIGURE - 12: FLOW OF SYSTEM OPERATIONS 

 

                                    Request                                   Message Passing 

                                            

               User agent (U)            Facilitator Agent(X)   Broker Agent(Y)        Mining Agent (Z)     

4. CLASSIFYING AND ANALYSING WEB DOCUMENTS 
Many information extraction methods and techniques were used but they all are in vain. So we need more intelligent system to gather useful information from 

huge amount of data.  

Problem: - To find meaningful and informative documents with help of Data Mining algorithms and then interpreting mining results in expressive way. 

Solution: - Ontology Based Web Content Mining Methodology 

Approach involved: - The proposed methodology uses concept of Domain Ontology [9]. Domain Ontology organizes concepts, relations and instances into given 

domain. This approach is used because it resolves synonyms and reducing confusion among agents.  

Analysis: - Ontology Based Web Content Mining represents conceptual information about given domain. It shows document representation, extraction of 

relevant information from text documents and creates classification models. This methodology is followed that uses the ideas and principles of Data Mining to 

analyze web data. 

FIGURE - 13: STAGES OF ONTOLOGY WEB BASED CONTENT MINING 

 

                                       
                           

In this section, we have evaluated proposed methodology in two specific domains- weather domain (web pages containing information about weather 

forecasting and analysis) and GoogleTM collection (web pages containing news). 

4.1 ABOUT WORDnet 

WORDnet was invented by A. Miller [10]. It is a large lexical database of English. Nouns, Verbs, Adverbs, Adjectives combine into sets of synonyms. Each of 

synonyms represents concept and solves queries through search and lexical results. In this paper, we have used WORDnet version 3.1. It contains 155287 

synonyms. WORDnet is one of best example of ontology used in experiments. 

WordNet Search - 3.1 
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Noun 

• S: (n) ontology ((computer science) a rigorous and exhaustive organization of some knowledge domain that is usually hierarchical and contains

relevant entities and their relations) 

• S: (n) ontology (the metaphysical study of the nature of being and existence).

4.2 EXPERIMENT 

This experiment is done to improve accuracy in classification of web documents using Domain Ontology. We tested system in two

and GoogleTM. There is specific abstraction level (k) related to each domain. Our system is tested for both domains before and after

WORDnet for experimental evaluations. 

 

 

RESULTS 

The above experiment shows that classification Data Mining algorithms like C4.5, Bayes Net and SVM are improved by using WORDnet. We can classify simple 

words and expressions of different datasets. Naïve Bayes is algorithm that shows accurate result before abstraction and shows

abstraction. 

 

5. CONCLUSION 
From this paper, we conclude that we have described role of Knowledge Management (KM) solutions in extracting information fro

solutions are not proved to be useful for extracting information from complex systems. This uncertainty

Ontology, we are able to use KM solutions in different environments which require use of self authorized agents. Agents can d

presented an approach for increasing communication between agents that make use of Ontology as part of knowledge representation. This approach is 

accomplished by making use of algorithms. This paper also shows Multi Agent technology for DDM and DC systems along with thei

use of various agents involved in MADM systems.  We presented a new Ontology

various agents. We have conducted an experiment using WORDnet. The main credit of this work goes to domain o

WORDnet leads to improve in classifying web documents with the help of synonyms as it has large collection of similar words r
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((computer science) a rigorous and exhaustive organization of some knowledge domain that is usually hierarchical and contains

(the metaphysical study of the nature of being and existence). 

This experiment is done to improve accuracy in classification of web documents using Domain Ontology. We tested system in two

gleTM. There is specific abstraction level (k) related to each domain. Our system is tested for both domains before and after

Mining algorithms like C4.5, Bayes Net and SVM are improved by using WORDnet. We can classify simple 

words and expressions of different datasets. Naïve Bayes is algorithm that shows accurate result before abstraction and shows

From this paper, we conclude that we have described role of Knowledge Management (KM) solutions in extracting information fro

solutions are not proved to be useful for extracting information from complex systems. This uncertainty has evolved a concept of Ontology. With help of 

Ontology, we are able to use KM solutions in different environments which require use of self authorized agents. Agents can d

on between agents that make use of Ontology as part of knowledge representation. This approach is 

accomplished by making use of algorithms. This paper also shows Multi Agent technology for DDM and DC systems along with thei
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((computer science) a rigorous and exhaustive organization of some knowledge domain that is usually hierarchical and contains all the 

This experiment is done to improve accuracy in classification of web documents using Domain Ontology. We tested system in two domains- weather forecasting 

gleTM. There is specific abstraction level (k) related to each domain. Our system is tested for both domains before and after abstraction. We have used 

 

Mining algorithms like C4.5, Bayes Net and SVM are improved by using WORDnet. We can classify simple 

words and expressions of different datasets. Naïve Bayes is algorithm that shows accurate result before abstraction and shows less accurate result after 

From this paper, we conclude that we have described role of Knowledge Management (KM) solutions in extracting information from simple systems. But these 
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