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A GENETIC ALGORITHM BASED IMAGE AUTHENTICATION TECHNIQUE FOR DIGITAL IMAGE USING PIXEL 
VALUE DIFFERENCING (GASTPVD) 

 

Dr. AMRITA KHAMRUI 
ASST. PROFESSOR 

DEPARTMENT OF COMPUTER SCIENCE 
VIVEKANANDA COLLEGE 

MADHYAMGRAM 
 

ABSTRACT 
In this paper Genetic Algorithm based steganographic technique for digital image using pixel value differencing (GASTPVD) has been proposed. This is a spatial 
domain-based image authentication technique where correlation between the neighboring pixels determines the number of secret bits to be embedded. The dif-
ference between consecutive two pixels in the edge area is larger than the difference between the consecutive two pixels in smooth areas. So, more number of 
secret bits can be embedded in edge area than smooth area. In this proposed technique variable number of secret bits can be embedded based on the difference(d) 
between consecutive two pixels. The difference between consecutive two pixels has been categorized into four area as follows: very smooth, smooth, medium 
smooth and edge area. If d <= 31, then difference fall into very smooth area. If 31<d<= 63, then difference fall into smooth area. If 63<d<= 127, then it falls into 
medium smooth area. If d>127, then it falls into edge area. Three, four, five and six secret bits are embedded in the very smooth, smooth, medium smooth and 
edge area difference respectively. Genetic Algorithm has been applied to generate optimized stego image. The proposed technique has been compared with two 
existing pixel value differencing based steganographic techniques. It shows that the proposed technique performs better than existing approach. 
 

KEYWORDS  
genetic algorithm (GA), image fidelity (IF), peak signal to noise ratio (PSNR), pixel value difference (PVD), mean square error (MSE). 
 

JEL CODE 
O31 
 

1. INTRODUCTION 
teganography is the concealment of digital information in the form of image/ video/ text within computer files/images. The covering image is also named 
as source image. The information that is hidden in the cover image [18],[23] is referred to as secret information. The cover image with secret information 
hidden on it is referred to as stego image [6]. Steganography [4] means embedding of digital information within computer files/images. In General, secret 

information in steganography can be anything, it may be video, image [9],[10], sound file even the radio communication also. To ensure security, a message may 
be secretly embedded by using some algorithms [5] which is invisible to the intruder and also reversible [8] as the message can be extracted from the receiver 
end. Security [13], [15] may be achieved by hiding message/ image within an image either in spatial domain [14] or in frequency domain. Image authentication 
can be achieved through data hiding technique [11], [12]. Ownership verification is an important task of military people. Authentication [16], [17] is the major task 
for research institute and scientist. Ownership verification and image authentication [22] has become very important to secure the document from unauthorized 
access. Steganography means secret communication within a host image and the secret communication can be message, image, and video. A popular example of 
steganography is that of a prisoner secretly communicating with outside under the supervision of a prison warden. Steganography is useful method to the con-
struction of a hypermedia document or image, which is very less convenient to manipulate. The objective of steganography or data hiding is to hide the mes-
sage/image in the source image by some key techniques and cryptography [19] hides the message content. In case of steganography, a message is hidden inside 
a cover image without changing its visible properties [7] and the content of source image can be changed. A popular method of steganography is least-significant 
bit (LSB) substitution developed by [7] masking, filtering and transformations on the source image. All the experiments have been performed on the image taken 
from the image database [20]. 
Rest of the paper is organized as follows. Section 2 deals with review of literature. Section 3 deals with importance of the study. Section 4 deals with the statement 
of the problem. Section 5 discuss the objective of the proposed technique. Section 6 discuss the hypothesis. The research methodology has been discussed in 
section 7. Results and discussion are discussed in section 8. Some findings are mentioned in section 9. Recommendations are given in section 10. Conclusion, 
limitation and scope for future research are presented in section 11, 12 and 13. References are drawn at end.  
 

2. REVIEW OF LITERATURE 
Some existing methodologies has been discussed in this section. In 2021, Fadhel S A et al.[1] proposed an improved “pixel-value differencing” steganographic 
method that uses AES method to encrypt and hide the important text data. This method builds a map to embed in non-sequential way by using hyperchaotic 
system that increases the security level. In this technique data embedding is done one of the three levels of the colour image that is Red or Green or Blue. This 
increases the efficiency of this technique. In 2020, Kim P H et al.[3] proposed another dual image based pixel-value differencing technique which is reversible in 
nature. This technique can hide more number of secret information based on neighbouring pixel difference. In this technique non-overlapping mask is taken from 
the source image and the difference between the neighbouring pixels are calculated. The highest difference is chosen for embedding. A hash function is taken for 
determining the number of secret bits. In 2020 Majumder J et al.[2] proposed a steganography technique based on Pixel Value Difference and some cryptographic 
method such as AES and SHA-2. It combines cryptography with steganography. Here a message is encrypted using AES algorithm using SHA-2 as hash function. 
Pixel value differencing technique has been used by adding a key to the hash function. Another pixel value differencing steganography technique proposed by 
Majumder J [4] in 2020 based on neighbouring pixel matching. It is a reversible data hiding scheme which considers two, three and four neighbouring pixels. It 
embeds a greater number of bits in edge areas than smooth areas as the edge area can tolerate more changes than smooth areas. In 2017 Al Dhamari A K et al. 
[5] proposed pixel value differencing-based steganography technique which uses new structure of blocks to hide secret information. It also uses modulus function 
as a hash function. In 2016 Jana B et al. [7] proposed reversible data hiding technique for dual-image. It is a pixel value differencing technique where secret 
information is divided into two sub-streams. First hides n-1 bits secret data using pixel value differencing technique, next hide 1 bit using difference expansion for 
n bit secret data. It uses two neighbourhood pixels for calculating the difference. Another technique proposed by Jana B et al. [6] is dual image-based steganogra-
phy using pixel value differencing and exploiting modification direction. The secret information is embedded using two ways, some bits are embedded using pixel 
value differencing technique and some are embedded using exploiting modification direction in pair of pixels. The modified pixel pairs are distributed among the 
dual images. This method obtained two modified pairs of pixels which contain 7 bits secret message and distributed these pixel pairs among dual stego images 
depending on a shared secret key (K). The recipient successfully obtains secret message and retrieve original image using same shared secret key.  
  

S 
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3. IMPORTANCE OF THE STUDY 
The existing techniques used different steganographic techniques but the amount of secret information is not so much. This paper presents an algorithm that 
would facilitate secure message transmission using mask-based data hiding procedure depends on pixel value differencing technique. This method embeds large 
amount of secret information as compared to the existing works [4],[5],[6],[21] with minimum distortion of visual property as it embeds more bits in the edge area 
compared to the smooth area. The proposed method GASTPVD is compared with other existing techniques and find out good results with respective to payload 
as the edge areas can tolerate more changes than the smooth areas.  
 

4. STATEMENT OF THE PROBLEM 
The detailed study of the Review of Literature reveals the following facts: 
Most of the previous techniques are LSB substitution techniques but in the proposed technique variable amount of information are embedded based on the 
difference. Few techniques used Genetic Algorithm as the optimization process to generate optimized stego image but in this technique, GA is used as optimization 
technique. Most of the earlier works used less embedding capacity but the proposed techniques conform large embedding capacity with least distortion in the 
stego image. 
 

5. OBJECTIVE 
The objective of this research is to develop a new Genetic Algorithm based image authentication technique that can hide large message by keeping quality stego 
image. 
 

6. HYPOTHESIS 
The proposed technique uses some benchmark images taken from the USC-SIPI Image Database: Version 5, Original release: October 1997, Signal and Image 
Processing Institute, University of Southern California, Department of Electrical Engineering [20]. Source and authenticating images are considered as color images. 
 

7. RESEARCH METHODOLOGY 
In GASTPVD, a mask of size 2×2 from the source image [20] is taken in row major order. Another image is taken as the authenticating image from the image 
database [20]. First four mask is used for embedding dimension of the authenticating image. Authenticating image dimension is extracted from the header part of 
the image and is embedded in the first four mask of the source image with a bit per byte (bpb) of 3. The dimension is embedded in the rightmost three LSB position. 
Authenticating image pixels are embedded through pixel value differencing technique using 2-neighbour pixel. The difference value (d) has been calculated by the 
difference between the two neighbour pixels. According to the difference value (d) four areas are determined. Those are very smooth area, smooth area, medium 
smooth area and edge area. If the difference value(d) is less than or equal to 31, then it falls into very smooth area and three bits from the authenticating image 
are embedded in the difference value. If the difference value(d) falls between 31 and 63, then it falls into smooth area and four bits from the authenticating image 
are embedded in the difference. If the difference value(d) falls between 63 and 127, then it falls into medium smooth area and five bits are embedded in the 
difference. If the difference value(d) is higher than 127, then it falls into edge areas and six bits are embedded in the difference. The pixel value differencing 
method is a reversible steganographic technique that embed more number of bits in the edge area compared to the number of bits in the smooth area using the 
high correlation among the pixels. If the pair of adjacent pixels are X1 and X2, the difference value d is calculated by the equation (1) and mean value m is calculated 
through equation (2). The inverse transform is given by equation (3) and equation (4).  
d = X1-X2,          (1)  
m = floor((X1+X2)/2         (2) 
X1 = m+ floor((d+1)/2)        (3) 
X2 = m-floor(d/2)         (4) 
The difference value (d) determines the number of authenticating image bits to be embedded on it. The induced distortion in the embedded image pixels is 
generated through the embedding of secret information on the difference value(d). A bit handling procedure has been introduced to keep the embedded differ-
ence value in the same area (very smooth/ smooth/ medium smooth/ edge area) to ensure the reversibility. The modified pixel values (X11 and X22) are generated 
through the equation (3) and (4). Embedded stego image is processed through Genetic Algorithm to generate optimized stego image. The optimized stego image 
is transmitted through network. At the receiver end optimized stego image is received. The authenticating image bits are extracted using extraction algorithm. 
The algorithm of insertion is discussed in section 7.1 and the algorithm for extraction is discussed in section 7.2. 
 
Schematic diagram of the technique discussed above is shown Figure 1.  
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FIGURE 1: SCHEMATIC DIAGRAM OF GASTPVD 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7.1 ALGORITHM FOR INSERTION  
Input: Source image is of dimension 512×512, secret authenticating image is of dimension 256 × 256. 
Output: embedded image having dimension 512×512. 
Steps: 
1. Source image mask of 2×2 is taken. 
2. The dimension of the authenticating image is extracted. 
3. Calculate the difference (d) between the two neighbours. 
4. Find out the area in which the difference (d) belongs and embed secret information on the difference (d). If the area changes, then use bit handling method 

to make the difference in the same area to keep reversibility. 
5. Use the equation (3) and (4) to generate the embedded pixel value. 
6. Apply GA to generate the optimized stego image. The process of GA has been discussed in section 7.1.1.  
The insertion algorithm is illustrated with one example in figure 2. 
 
  

Hidden Image 

Dimension of the hidden image are embedded and contents of Hidden Image are extracted 

Difference (d) and mean (m) is produced from X1 and X2 

Determine area and embed secret bits into difference (d) 

Generate Embedded Image 

Received stego Image 

Difference (dd) and mean mm is calculated 

Extract hidden bits 

Dimension of hidden 

image 
Content of hidden im-

age 

 

Host Color Image at 

destination 

Bit handling on difference to produce modified difference (d1) 

Determine the area of dd 

Host Image 

Generate stego image by applying GA on Embedded Image 
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FIGURE 2: INSERTION OF THE AUTHENTICATING IMAGE BITS IN THE SOURCE IMAGE MASK 

10110000 01010000  
 Figure 2a: Authenticating image 
pixels  
 

226   137 
157   219 
 
Figure 2b: Source image Lenna 

01011001 
00111110 
  
Figure 2c: Difference image block  

01001101 
00110000 
 
Figure 2d: Embedded difference 
image block  

220 143 
212 164 
 
Figure 2e: Embedded image block 
 

220 143 
212 164 
 
Figure 2f: Embedded image block 
after bit handling 
 

In the figure 2a authenticating image pixels are shown in binary form. The source image pixels are shown in Figure 2b. Here Lenna image from image database 
[20] has been taken as the source image. The difference between the two neighbour is shown in figure 2c. The difference is in medium smooth region. So, 5 bits 
from the authenticating image are embedded in the difference shown in Figure 2d. Embedded image pixels are shown in Figure 2e with the help of equation 3 and 
equation 4. As the region is not changed, so the bit handling process results the same as embedded image pixels and is shown in Figure 2f.  
7.1.1 PROCESS OF GENETIC ALGORITHM 
Input: embedded image is of size 512×512. 
Output: optimized stego image is of size 512×512. 
Steps: 
1. A 2 × 2 mask from the embedded image is taken. 
2. Initial population is considered for the two neighbours of the mask (explained in initialization section). 
3. The selection process uses Roulett Wheel selection to select the two fittest chromosomes from the initial population.  
4. Crossover is performed over the two fittest chromosomes (explained in section crossover). Crossover results two children. 
5. Result of Crossover are processed through mutation (explained in mutation section).  
6. The process of elitism (explained in elitism section) and process of termination (explained in termination section) are applied at last. 
7. Step 1 to 6 is repeated for the entire matrix. 
8. Step 1 to 7 is repeated for the entire embedded image.  
Initialization 
In Initialization random pixel value has been generated which are less than or equal to 255. The maximum number of authenticating image bits can be embedded 
per byte is three, so 23 that is 8 number of random chromosomes are generated for each pixel in the mask. 
Selection 
In this process fittest chromosomes are selected using Roulett Wheel selection process with the help of the fitness function  
f(n) = 1/(mod(s(x,y) – c(x,y))+1) 
f(n) is the fitness function, s(x,y) is intensity value of stego image pixel for the coordinate (x, y). c(x, y) is intensity value of Host image/ source image for the same 
coordinate (x, y).  
Crossover 
Two fittest chromosomes for each neighbour are selected through selection process passed through crossover. Uniform crossover process is followed where first 
bit is from first parent and second bit is from second parent. Example shows the crossover for a pixel of the two neighbours.  
Parent 1 = 191 

1 0 1 1 1 1 1 1 

Parent 2 = 223 

1 1 0 1 1 1 1 1 

Offspring1 = 255 

1 1 1 1 1 1 1 1 

Offspring2 = 159 

1 0 0 1 1 1 1 1 

Mutation 
Mutation is applied on the cross overed chromosomes for each neighbour by taking a bitwise XOR on the last three bits on three steps and taking the first bit of 
each step. Mutation process is explained below for one of the two neighbours. 
Before Mutation=255 

1 1 1 1 1 1 1 1 

After Mutation=252 

1 1 1 1 1 1 0 0 

Elitism 
Elitism forwards the best chromosomes in the next iteration by eliminating the weak chromosomes. In this case by calculating the difference value of two neigh-
bours it forward the two best chromosomes in the next iteration. If the difference value of two mutated chromosomes are same as the difference value of two 
embedded chromosomes then it forward the result to the next iteration otherwise pass the old value to the next iteration. 
7.2 EXTRACTION ALGORITHM  
Input: Optimized stego image having dimension 512×512. 
Output: Secret authenticating image having dimension 256×256. 
Steps: 
1. An image mask of size 2 × 2 is taken from the optimized stego image. 
2. Calculate the difference between the consecutive two neighbours of the mask. 
3. Find out the region in which the difference belongs to and extract the authenticating image bits according to the region. 
4. 8 bits extraction form a byte of the authenticating image. 
5. Repeat step 1 to 4 according to the dimension of the authenticating image. 
Decoding Correctness 
The proposed technique embeds the authenticating image pixels in the difference of two neighbours, and GA has been applied to generate optimized stego image. 
So, the difference between the two neighbours should be same after the generation of optimized stego image, otherwise the extraction of authenticating image 
bits will not be possible. This is ensured in the elitism step of GA. For example, if the difference between the consecutive two pixels after embedding is 232 and 
104, after applying GA, if must be accepted if the values are 236 and 108. That means the difference value should be same to keep the decoding properly. 
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8. RESULTS AND DISCUSSION 
The results are generated on Intel Core 2 Duo CPU having 3.00 GB RAM and 2.00GHz speed. Source images are of dimension 512 × 512 and authenticating image 
is of size 256 × 256. Table 1 shows the experimental results performed on GASTPVD for the following image metrices like PSNR, MSE, IF and SSIM shown in equation 
(5), (6) (7) and (8). PSNR is peak signal to noise ratio measured in decibels between two images. PSNR is used to find out the quality of the stego image as compared 
to the source image. Higher value of PSNR ensures better quality of the stego image. MSE is mean square error is used to compare the quality of the stego image 
as compared to the source image. MSE measures the cumulative squared error between the stego image and the source image. The lower value of MSE ensures 
the lower error. IF is image fidelity used to discriminate between two images how accurate those are. If the two images are same then IF will be 1. SSIM refers to 
structural similarity index measurement is obtained by comparing the pixel intensities. It is another metric for comparing the image degradation due to information 
hiding. If two images are same it will be 1. The formula for SSIM is given in equation (8), where the formula for µx and µy is given in equation (9) and σx 

2 and σy 
2 

are given in equation (10) and (11). The formula for σxy is given in equation (12) and the constants C1, C2, K1, and K2 are given in equation (13). 
The experimental results for all the sixteen images (Table 1) have been observed that the PSNR value lies between 42 and 49 which results better quality of the 
stego image. The highest PSNR is 48.209309, lowest PSNR value is 42.121918. IF value lies between 0.999628 and 0.999975. The highest value of IF is 0.999975 
and the lowest value of IF is minimum value 0.999628 which results stego image is almost same as source image. MSE value indicated that how close the source 
image with stego image. Lower value of MSE (ranging from 0.873201 to 3.989226) in the table indicates that the stego image and source image are very close. 
SSIM value is very closer to 1 which indicates that the optimized stego image is almost same as source image. Figure 3 shows the visual interpretation of various 
source and optimized stego images. It is seen that there are no such visual changes in the source and optimized stego image. Table 2 shows the comparison of 
existing technique with the proposed technique. It has been observed that the proposed technique embeds more volume of secret information than the existing 
methodologies[2] and a better quality of image as compared to the existing methodology[3]. It has also noted that the proposed technique obtains high PSNR 
value as compared to the existing methods. It means that the quality of the optimized stego image is better than the existing methodologies.  

      (5) 

     (6) 

     (7) 
SSIM = 2(µxµy + C1) (2σxy+C2)/((µx * µx + µy * µy + C1) * (σx * σx + σy * σy + C2)     (8) 
  N      N 

µx = 1/N ∑i=1 Xi, µy = 1/N ∑i=1 Yi        (9) 
                             N  

 σx * σx = 1/N-1 ∑i=1 (Xi -µx)2       (10) 
               N  

 σy * σy = 1/N-1 ∑i=1 (Yi -µy)2       (11) 

           N 

 σxy = 1/N-1 ∑i=1 (Xi -µx) (Yi -µy)       (12) 
The value of C1, C2 and C3 with K1 and K2 are from [23] given in equation (13) 
C1 = (K1 L)2, C2 = (K2 L)2, K1 = 0.01, K2 = 0.03      (13) 
 

TABLE 1: PSNR, MSE, IF AND SSIM VALUES OF VARIOUS OPTIMIZED STEGO IMAGES 

Cover image PSNR MSE IF SSIM 

Lenna 43.434471 2.948718 0.999852 0.999996 

House 46.716660 1.384888 0.999949 0.999999 

Baboon 45.350311 1.896921 0.999901 0.999999 

Pelican 46.895218 1.329103 0.999961 0.999998 

Pepper 43.178005 3.128094 0.999812 0.999998 

Peaceful 46.867504 1.337611 0.999858 0.999999 

Avion 48.719662 0.873201 0.999975 0.999768 

Toucan 42.977612 3.275814 0.999740 0.993818 

Tahoe 44.771507 2.167352 0.999733 0.999561 

Sailboat 45.660923 1.765990 0.999911 0.995216 

Manhatan 48.209309 0.982086 0.999908 0.999999 

Sedona 46.864376 1.338575 0.999871 0.999703 

Colomtm 46.542160 1.441664 0.999887 0.999999 

Butrfly1 45.932850 1.658806 0.999887 0.999916 

Blueeye 45.163162 1.980451 0.999628 0.999999 

Blakeyed 42.121918 3.989226 0.999646 0.999999 
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FIGURE 3: VISUAL INTERPRETATION OF VARIOUS SOURCE AND OPTIMIZED STEGO IMAGES 
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TABLE 2: COMPARISON OF PSNR VALUES AND THE CAPACITY OF VARIOUS OPTIMIZED STEGO IMAGES WITH EXISTING APPROACH 

Source 
image 

PSNR value of exist-
ing technique[2] 

PSNR value of exist-
ing technique[3] 

PSNR value of 
GASTPVD  

Capacity (in bytes) of 
existing technique[2] 

Capacity (in bytes) of 
existing technique[3] 

Capacity (in bytes) of 
proposed technique 

Lenna 42.2 41.9185 43.434471 20480 100000 54000 

Baboon 40.2 - 45.350311 21440  54000 

Pepper - 41.6474 43.178005  100000 54000 

 

9. FINDINGS 
It has been observed that the proposed technique having high PSNR value and IF value nearly equals to 1 which ensures good quality of the stego image and also 
embed large amount of secret information. 
 

10. RECOMMENDATION 
The proposed technique can be finding applications in the following areas: 
This technique (GASTPVD) can be used in Image authentication. The image that needs to be authenticated is considered as source image. Another small image can 
be taken as authenticating image. Authenticating image is embedded using this approach and send across the network by keeping the visibility of the source image 
intact. At the receiver end it is extracted by the receiver using extraction algorithm. If the extracted image and the original authenticating images are same, then 
the image is authentic.  
The proposed technique can be used in telemedicine. Telemedicine refers to the way of remote medical services via real time both way communication between 
patient and the doctor using audio or visual electronic means. If the image is communicated over the transmission media, then it should be authenticated. The 
process of authentication is stated in previous example. So GASTPVD can be used in image authentication. 
GASTPVD can be used in document authentication. Consider a legal image. It consists of an image part and a text part. If someone tampers the document it can 
be recognized through GASTPVD. From the text part a digest can be generated using any message digest algorithm and it can be embedded in the image part of 
the legal document. When it needs to be authenticated the digest is extracted from the image part of the legal document and another digest is generated from 
the text part of the legal document. If both are same then the legal document is authenticated. 
Bank can use secure e-payment method through steganography. Now a days there is huge demand of online shopping. This required online transaction. So, there 
is an important task to protect the customers information. GASTPVD technique can be used in this purpose. 
GASTPVD can be used to hide the health record electronically for smart city application. 
GASTPVD can be used for secure message transmission. The message that is to be transmitted in secure way should be hidden in the source image and can be 
transmitted over network. At the receiver end it is extracted from the transmitted image in reverse way. 
 

11. CONCLUSION 
The technique GASTPVD is a spatial domain colour image authentication technique based on pixel value differencing technique. This approach hides large amount 
of information with a little distortion and by applying Genetic Algorithm the quality of the optimized stego image is maintained. This technique has been compared 
with some existing pixel value differencing-based approaches and the result shows that the technique works better than those approaches.  
 

12. LIMITATION 
The proposed technique is a spatial domain technique. It cannot be applicable in frequency domain. 
 

13. SCOPE FOR FUTURE RESEARCH 
The capacity of the secret information can be increased in the proposed technique and hence future scope of research.  
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