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ABSTRACT 
The objective of data mining is to identify valid novel, potentially useful, and understandable correlations and patterns in existing data. Finding useful patterns in 
data is known by different names (including data mining) in different communities (e.g., knowledge extraction, information discovery, information harvesting, 
data archeology, and data pattern processing). The volume of electronically accessible data in warehouses and on the Internet is growing faster than the speedup 
in processing times predicted by Moore’s Law. Consequently, classical data mining algorithms that require one or more computationally intensive passes over the 
entire database are becoming prohibitively slow, and this problem will only become worse in the future. The scalability of mining algorithms has therefore 
become a major research topic. One approach to the scalability problem is to run mining algorithms on a small subset of the data. That is, data reduction is very 
important issue.Data reduction techniques can be applied to obtain a red-uced representation of the data set that is much smaller in volume, yet closely 
maintains the integrity of the original data. Various data reduction techniques are used like PCA,SVD. It is observed that PCA causes precision loss of data. So in 
this paper, an algorithm is proposed which leads to minimal loss in the precision by applying SVD  on the eigen vectors. Then these eigen vectors are used  to 
obtain Principal Components. 
 

KEYWORDS 
Data Mining, Eigen vectors, PCA, precision loss, SVD.  

 

INTRODUCTION 
ata mining is the process of discovering potentially valuable patterns, associations, trends, sequences and dependencies in data. It is the overall process 

of discovering new pattern or building models from a given dataset. There are many steps involved in  Knowledge Discovery in Databases (KDD) which 

include data selection, data cleaning and preprocessing, data transformation and reduction, data mining task and algorithm selection, and finally post-

processing and interpretation of discovered knowledge.The primary goals of data mining in practice are prediction and description. Prediction involves using 

some variables or fields in the database to predict unknown or future values of other  variable of interest. Description focuses on finding interpretable patterns 

that describes the data.The sheer volume of data today and its expected increase in the next few days are some of the key challenges in data mining and 

knowledge discovery applications[1]. Besides a huge number of data samples that are collected and processed, the high dimensional nature of data arising in 

many applications causes a need to develop effective and efficient techniques that are able to deal with massive amount of data[9]. As the dimensionality of 

data increases, many types of data analysis and classification problems become significantly harder.   

Dimensionality reduction, feature selection, numerosity reduction, and data compression are some of the techniques to reduce the attribute space. 

PCA is one the data reduction technique, it reduces the high dimensional data by calculating the eigen values and eigen vectors. But the main drawback of this 

method is that it leads to the precision loss.  

 

DATA REDUCTION TECHNIQUES 
Dimensionality reduction is the process of reducing the number of random variables or attributes under consideration by producing the linear combination of 

the original data. Dimensionality reduction methods include transforms and principal components analysis which transform or project the original data onto a 

smaller space. The main advantage of this technique is that the size of attribute space is reduced without loosing a lot of information of the original attribute 

space. The disadvantage is the fact that the linear combinations of the original features are usually not interpretable and the information about how much an 

original attribute contributes is often lost. 

Feature Selection works by removing redundant or irrelevant features from the data set as they can lead to a reduction of the classification accuracy or 

clustering quality and to unnecessary increase in the computational cost. The advantage of feature selection is that no information about the importance of 

single feature is lost. On the other hand, if a small set of features is required and the original features are diverse, information may be lost as some of the 

features must be omitted. 

Numerosity reduction techniques replace the original data volume by alternative smaller forms of data representation. 

Data compression, transformations are applied so as to obtain a reduced or “compressed” representation of original data.  

In this paper we will mainly deal with dimensionality reduction technique of data reduction. Data reduction can be lossless or lossy. In dimensionality reduction, 

reduction of the dimensionality is done by using low rank approximation techniques to create new attributes that are combinations of the old, original variables. 

Dimensionality reduction is also referred to as feature transformation, feature extraction or feature construction. Some of the techniques covered under this are 

Principal Component Analysis(PCA), Singular Value Decomposition(SVD), Pseudoinverse(also called as Moore Penrose Pseudoinverse), etc. 

A. PRINCIPAL COMPONENT ANALYSIS  

Principal component analysis (PCA)[2] is a standard tool in modern data analysis - in diverse fields from neuroscience to computer graphics - because it is a 

simple, non-parametric method for extracting relevant information from confusing data sets. 

Often,  the  variables  under  study  are  highly  correlated  and  as  such  they  are  effectively  “saying the same thing”. It may be useful to transform the original 

set of variables to a new set of uncorrelated variables called principal components. These new variables are  linear  combinations  of  original  variables  and  are  

derived  in  decreasing  order  of  importance so that the first principal component accounts for as much as possible of the  variation in the original data. These 

new attributes (called principle components (PCs)) have to meet the following criteria: The PCs are (i) linear combinations of the original attributes, (ii) 

orthogonal to each other, and (iii) capture the maximum amount of variation in the data. Also, PCA is a linear dimensionality reduction technique,  which  

identifies  orthogonal  directions  of  maximum  variance  in  the  original  data,  and  projects  the  data  into  a  lower-dimensionality  space  formed  of  a  sub  

set  of  the  highest  variance components.  

D 
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The goal of PCA is to reduce the dimensionality of the data while retaining asmuch as possible of the variation present in the original dataset. 

Advantages and disadvantages of PCA: 

PCA is a relatively simple, non-parametric, generic method that is useful for finding new, more informative, uncorrelated features and it can be used to reduce 

dimensionality by rejecting low variance features. Since the principal components are orthogonal[7][8] to each other, every principal component is uncorrelated 

to every other principal component (i. e., they do not contain any redundant information). The principal components are designed to account for the highest 

percentage of the variation among the variables with as few PCs as possible. Thus, often the first few PCs account for some large percentage of the total 

variance, allowing for a compact representation of the data with only low dimensions.  

However, PCA is limited to re-expressing the data as combinations of its basis vectors. A main drawback of PCA[5] is that each PC is a linear combination of all 

original variables, thus leading to a potentially difficult interpretation of the PCs. On the contrary, in a system with many variables PCA may be used to project 

the dimension down to a reasonable number of plots, and the principal components could be rotated towards a more meaningful representation. Moreover, 

PCA[6] is sensitive with respect to the units of measurement. If the units and the variances of attributes vary a lot, then variables with high variance tend to 

dominate the first few principal components. In this case, the data need to be normalized prior to the PCA transformation. Computational complexity: From a 

computational point of view, the eigen value decomposition for solving the PCA transformation is rather expensive in terms of runtime, especially for a large 

number of attributes. There are several algorithms for solving symmetric eigen problems, but all of them are of order O(n3). So the complexity of solving PCA 

also revolves around the same. 

B. SINGULAR VALUE DECOMPOSITION 

Singular Value Decomposition[3] can be viewed from three points of view: 

1. It is a method for transforming correlated variables into a set of uncorrelated ones that better expose the various relationships among the original data 

items. 

2. SVD is a method for identifying and ordering the dimensions along which data points exhibit the most variation. 

3. Once we have identified where the most variation is, it is possible to find the best 

approximation of the original data point usingfewer dimensions. Hence SVD can be seen as a method of data reduction. 

SVD[4] is based on a theorem of linear algebra which says that a rectangular matrix can be broken down into a product of three matrices: 

i. An orthogonal matrix U [i.e. U
T
U=I] and the columns of U are orthonormal eigen vectors of A.A

T
. 

ii. A diagonal matrix S, containing the square roots of eigen values from U or V in descending order. 

iii. Transpose of an orthogonal matrix V
T 
[i.e. V

T
V=I] and the columns of V are orthonormal eigen vectors of A

T
.A. 

i.e. Amn=UmmSmnVT
nn 

The truncated SVD (or reduced rank SVD) to A can be found by setting all but the first k largest singular values equal to zero and using only the first k columns of 

U and V .  

This is usually denoted like Ak=UkSkV
T

k  

or more explicitly, 

 
Computational complexity 

In general, the computational complexity of the SVD algorithm for computing all three matrices U, S and V is O(4m
2
n+8mn

2
 +9n

3
), for computing only the 

matrices S and V it is O(4mn
2 

+ 8n
3
), making the decomposition unfeasible for large datasets. The RSVD algorithm has a complexity of O(4m2n+22n3) for 

computing all three matrices, and a complexity of O(2mn
2
 + 11n

3
) for computing only S and V . 

Relation to PCA 

Calculating the SVD is equivalent of  finding the eigen values and eigen vectors of AA
T 

and A
T
A. The eigenvectors of AA

T 
make up the columns of U, the 

eigenvectors of A
T
A make up the columns of V. Moreover, the singular values in S are the square roots of eigen values from AA

T
 and A

T
A. The SVD-PCA 

connection stems from the straightforward linear algebra calculations 

AAT=(USVT)(VSTUT)=US2UT, and 
ATA=(VSTUT)(USVT)=VS2VT      
An often mentioned difference between these two approaches is that PCA removes the mean of each variable whereas SVD uses the original data (however, the 

mean could also be removed before computing the SVD). Especially for sparse data it is not always preferable to remove the mean of the data. 

Methods 

There are various methods to solve matrix equations that are specialised to particular problems. We can select between these based on the type of data. 

Various methods used for the same are as follows: 

1. LAPACK: It is the default method for solving dense numerical matrices. When the matrix is square and non-singular the routines dgesv, dlange, and dgecon 

are used for real matrices and zgesv, zlange, and zgecon for complex matrices. When the matrix is non-square or singular dgelss is used for real matrices 

and zgelss for complex matrices. If the input matrix uses arbitrary-precision numbers, then LAPACK algorithms extended for arbitrary-precision 

computation are used. 

2. Multifrontal: The Multifrontal method is a direct solver used by default if the input matrix is sparse. If the input matrix to the Multifrontal method is dense, 

it is converted to a sparse matrix. The implementation of the Multifronal method uses the UMFPACK library. 

3. Krylov: The Krylov method is an iterative solver that is suitable for large sparse linear systems, such as those arising from numerical solving of PDEs. 

Basically  two Krylov methods are implemented: Conjugate Gradient (for symmetric positive definite matrices) and BiCGSTAB (for non-symmetric systems). 

The default method for Krylov, BiCGSTAB, is more expensive but more generally applicable. The ConjugateGradient method is suitable for symmetric 

positive definite systems, always converging to a solution (though the convergence may be slow). If the matrix is not symmetric positive definite the 

ConjugateGradient may not converge to a solution. 

4. Cholesky: The Cholesky method is suitable for solving symmetric positive definite systems. This method is far more fast and stable. For dense matrices the 

Cholesky method uses LAPACK functions such as dpotrf and dpotrs for real matrices and zpotrf and zpotrs for complex matrices. For sparse matrices the 

Cholesky method uses the TAUCS library. 

5. Symbolic Methods: There are a number of methods that are specific to symbolic and 

Exact computation: CofactorExpansion, DivisionFreeRowReduction, and OneStepRowReduction. 

 

RELATED WORK 
Data mining (sometimes called data or knowledge discovery)[1] is the process of analyzing data from different perspectives and summarizing it into useful 

information. With this increase has come the need to be able to store, transmit, and query large volumes of image data efficiently. To overcome problems 

associated with high dimensionality, such as high storage and retrieval times, a dimension reduction step is usually applied to the vectors to concentrate 

relevant information in a small number of dimensions. Principal Component Analysis (PCA) is a well-known dimension reduction scheme. PCA is sensitive to the 
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relative scaling of the original variables. Depending on the field of application, it is also named the discrete Karhunen–Loève transform (KLT), the Hotelling 

transform or proper orthogonal decomposition (POD).PCA[7] was invented in 1901 by Karl Pearson. 

PCA can be done by eigen value decomposition of a data covariance matrix or singular value decomposition of a data matrix, usually after mean centering the 

data for each attribute.PCA finds its application in number of fields ,but the major drawback of PCA is that it leads to precision loss,i.e, the reduced data when 

converted back to the actual data, the difference is large. 
 

PROPOSED ALGORITHM 
As PCA suffers from the drawback of precision loss. So in this section we are proposing an algorithm that will work on this limitation. In this algorithm we are 

combining another data reduction technique SVD[4] with PCA .PCA is a Technique to convert data set in a form that can regenerate or found in High Dimension. 

Its help in compression. After compress  data, reduced data is formed , also we can regenerate original data with different techniques.  

Steps : 

Step 1: Find Original Data in X and Y co-ordinates 

Step 2: Find Mean XI and YI for X and Y Co-ordinates. 

Step 3: Calculate X-XI and Y-YI and XI-X,YI-Y 

Step 4: Calculate VAR (X,X) 

Step 5: Calculate VAR (X,Y) 

Step 6: Calculate VAR (Y,X) 

Step 7: Calculate VAR (Y,Y) 

Step 8:  Calculate CO VAR Matrix 

Step 9: Calculate EigenVector  

Step 10 : Apply SVD on EigenVector As X=UΣV⊤ 

Step 11 :Then Eigen Value Will be XX⊤=(UΣV⊤)(UΣV⊤)⊤=(UΣV⊤)(VΣU⊤)=UΣ2U⊤ 
Step 12 : Finally we get a a Eigen Value from Vector a Singular Values. 

Step 13 : Calculate Feature Matrix Using Eigen Vector And Eigen Value 

Step 14 : Finally We get a PCA data with multiply Different Feature Matrix with Original Matrix. 

Since the formation of Eigen Vector with Co Var Matrix causes  loss of precision . In this  thesis, this loss is avoided  by using  SVD on the Eigen vector.   
 

EXPERIMENTAL RESULTS 
The platform as used by us for the implementation of the proposed algorithm is java. The application of the above algorithm  has shown that the data reduction  

is more accurate by using the above technique and the results we have got are more satisfactory. 

 Actual Data 
 1.5000    1.4000 

 1.5000    1.7000 

 2.3000    2.6000 

 1.9000    1.2000 

 1.1000    1.0000 

 2.3000    2.7000 

 2.3000    2.6000 

 1.0000    1.1000 

 1.6000    1.4000 

 1.3000    1.9000 

 

FINAL OUTPUT 

Reduced data with PCA only Reduced  data when  PCA is applies with SVD 

-0.3976 

-0.1533 

1.0439 

-0.3284 

-0.9555 

1.1253 

1.0439 

-0.9321 

-0.3396 

-0.1065 

-2.1503 

-0.8290 

5.6449 

-1.7761 

-5.1671 

6.0854 

5.6449 

-5.0404 

-1.8365 

-0.5757 

From the table we can deduce that  the  second  method i.e., PCA with SVD is better than the first one. As we get the data which is more closer to the actual 

data, thus reducing precision loss which is more in the first case 

These results can be shown graphically, 

CASE 1: WHEN PCA IS USED ONLY 
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CASE 2: WHEN PCA IS APPLIED WITH SVD 

 
 From the above graphs we can see that in the second we are getting more clear data. 

 

CONCLUSIONS 
In this paper we have discussed about data reduction techniques and from them we conclude various advantages of data  reduction. Principal component 

analysis is a powerful tool for reducing a number of observed variables into a smaller number of artificial variables that account for most of the variance in the 

data set.PCA finds its application in image  recognization and various  other fields. But the precision loss is high in PCA. Which can be reduced by applying 

Singular value computation  technique  for calculating eigen values in the PCA method. This will help to obtain more clear data i.e., more accurate data near to 

the actual data. 
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