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ABSTRACT 
In this paper we present a unique way to analyze the support and confidence of association rules to come up with Approximate Functional Dependencies (AFDs). 

We also discuss how the nature of AFDs determined from association rule mining is different from functional dependencies (FDs) in the relational model. 

 

KEYWORDS 

Functional dependencies, approximate functional dependencies, association rule mining, relational databases, apriori algorithm, support, confidence. 

 

1. INTRODUCTION 
ssociation rule mining is used to find relationships between items or itemsets in market basket or transactional data representations (Agrawal, et al. 

1993). Statistical measures like support and confidence are used to measure the strength of these relationships (Agrawal and Srikant, 1994). In this paper 

we are trying to determine if these relationships are FD relationships as defined in relational representations. 

FDs exist between attributes in a relational representation. In a relational representation, there is a FD between the primary key attribute and other attributes. 

Association rule mining, however, finds correlations among data contents and works at the instance or attribute-value level rather than the attribute level. In 

this paper we would like to see if FDs or AFDs can be determined from association rule mining using association rule mining’s statistical measures like support 

and confidence. It would appear that 100 % confidence in association rule mining would translate to FDs, but as we will see in this paper, this is not always true. 

Hence we use association rule mining to determine AFDs. We will also see that the FDs or AFDs determined from association rule mining have a different nature.  

Data in market basket data representations (or in transaction datasets) is in the form represented in (Han and Kamber, 2012), as shown in Figure 1. There is no 

particular order, format or domain constraint for the items purchased. Transactions can also have duplicate items or n number of same items, and the number 

of items purchased is not fixed or limited.  

Using association rule mining, figure 1 would show not only which items are purchased in which transaction but also which items are purchased when other 

items are purchased. The items in figure 1 are shirt, pen, book, etc. Itemsets are sets of items. Examples of 1-itemsets would be {shirt}, {pen}, {book}; examples 

of 2-itemsets would be {shirt, pen}, {shirt, book}, {pen, book}; examples of 3-itemsets would be {shirt, pen, book}, and so on. Data in transactional datasets do 

not follow the principles of database normalization.  

FIGURE 1: MARKET BASKET DATA REPRESENTATION 

Transaction_ID Items_Purchased 

T100 Shirt, pen 

T200 Shirt, book 

T300 Pen, book 

T400 Shirt, pen, book 

T500 Bread, cake, shoes, socks 

Data in relational databases, however, is more orderly and structured and follows principles of FDs and database normalization. A relational representation 

would be made of a finite number of attributes, and the attribute values would have to be within a valid domain. Relations within a relational representation 

would have a key to identify a unique tuple or row and there would be FDs between the key or keys of the table and the other attributes in that row. There 

would also be no multi-valued attributes in a relational representation. A formal relational database representation (Elmasri and Navathe (2007), Date (2003), 

Bagui and Earp, 2012) is very different in format from the representation presented in figure 1. A relational database representation is presented in figure 2.  

 

FIGURE 2: A RELATIONAL DATABASE REPRESENTATION 

STUDENT 

STNO SNAME MAJOR CLASS BDATE AGE HIGHSCHOOL CAMPUSRESIDENT HRSWORKED GPA 

200 John ENG 1 1/2/1990 under_25 Highland Park YES 21_40 2.90 

300 Mary CS 4 7/6/1987 under_25 Pensacola NO less_10 3.5 

 

 CLASSES 

STNO CLASSID SECID INSTRID ISBN TIME DAYS 

200 COP3698 0456 96 2901558609012 12 - 1:15 TR 

200 ART2103 9876 70 5693256148965 8:30 - 9:15 MW 

300 COP3698 6789 96 2901558609012 5:30 - 8:45 T 

300 ART2103 0321 70 5693256148965 11:15 - 12:45 TR 

As can be seen from figure 2, relational schemas have fixed columns (attributes) and values within the columns fall within a fixed domain. The data is also of a 

particular type. Every relational schema has a primary key, and the other attributes in the relation are functionally dependent on the primary key. Hence FDs, 

the key to relational representations, are determined at the attribute (columnar) level in relational representations. FD means that the value of an attribute is 

A
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uniquely determined by some other attribute, usually the key, for example, from figure 2, the stno (student number) would determine the sname, major, class, 

etc.  

In this paper we determine a way to use association mining rules to find AFDs in large datasets. Determining AFDs in large datasets using association rule mining 

will serve the following purposes: (i) it will help in reverse engineering (Alashqur, 2009); Since relational databases are so widely used (Ceri, et al., 2000; Kappel, 

et al., 2001a; Kappel, et al., 2001b; Shanmugasundaram, et al., 2001), it might be necessary to reverse engineer to a relational database to take advantage of the 

benefits of relational databases; (ii) it can help in data prediction (Wolf, et al., 2007); (iii) It can help in further analyzing association mining rules. 

The rest of the paper is organized as follows: Section 2 presents the relational representation; section 3 defines FDs; section 4 presents association rule mining; 

section 5 defines AFDs; section 6 discusses related works; section 7 shows how we calculated the AFDs using some real datasets; section 8 presents a discussion 

of the results; and section 9 presents the conclusions.   

 

2. RELATIONAL REPRESENTATION 
A relational schema R, denoted by R(A1, A2, …, An), is composed of a relation name, R and a list of attributes A1, A2,…An. Each attribute Ai has a domain made of a 

set of atomic values. Atomic means that the values are not divisible into components within the framework of R. A relational state, r, is made of n-tuples, where 

r = {t1, t2, …, tn}. Each tuple is an ordered list of values, so t = <v1, v2, …, vn>. Each value vi is within a specified domain (Elmasri and Navathe, 2007), and must have 

a value or will be null. Multivalued attributes are not allowed in the relational model and composite attributes are represented by their simple component 

attributes. 

The relational representation is typically made up of more than one relational schema, as shown in figure 2. Figure 2 has two tables or relations, STUDENT and 

CLASSES. In the STUDENT table, each tuple represents an entity or student and in the CLASSES table each tuple represents an entity or class. The STUDENT table 

has stno (student number) as the primary key and the CLASSES table has secID as the primary key. In both tables, the rest of the attributes are fully functionally 

dependent on the primary key. FDs are explained next.  

 

3. FUNCTIONAL DEPENDENCIES (FDs) 
FDs can be determined by the semantics of attributes, but they can also be inferred or deduced. FDs are the basis for relational database theory. A FD can be 

defined as a relationship between two attributes or sets of attributes in a relation. Given a relation R, with n attributes, A1, A2, A3, …, An, attribute Ay of R is 

functionally dependent on attribute Ax of R, (Ax → Ay) (we will use “→” to show FD), if and only if each Ax in R is associated with precisely one Ay in R (in a 

particular database state). So, any two tuples, t1 and t2 in R in the form t1[X] = t2[X] must also have t1[Y] = t2[Y]. That is, the values of the Y component of a tuple 

in R depends on, or are determined by, the values of the X component of the tuple; or the values of the X component of a tuple functionally determine the 

values of the Y component (Earp and Bagui, 2012; Elmasri and Navathe, 2007), hence Y is functionally dependent on X.  

FDs cannot necessarily be reversed. That is, X → Y in a relaYon R, does not imply Y → X in a relaYon R. A funcYonal dependency may also be between two sets of 

attributes, that is, between composite attributes. In relational databases, FDs hold all the time, which is in 100% of the cases.  

 

4. ASSOCIATION RULES 

Association rules are presented in the form A ⇒ B, where the rule body A (Left Hand Side (LHS)) and the head B (Right Hand Side (RHS)) are subsets of the set 

of items I = {i1, i2, …, in}from a set of transactions D = {t1, t2, …, tn}, where ti(i є [1,N]) is a transaction and ti ⊆ I, and A ∩ B = Ø. Every subset of I is called an itemset. 

If an itemset contains k items, then it is called a k-itemset. The strength of an association rule is measured by a rule’s support and confidence. 

A rule’s support measures the number of times (A ∪ B) occurs together in a dataset. That is, the probability, P(A ∪ B). (Han and Kamber, 2012). 

support(A ⇒ B) =P(A ∪ B) 

Confidence is taken to be the conditional probability, P(B|A). (Han and Kamber, 2012). That is, the number of times A and B occur when A occurs.  

confidence (A ⇒ B) = P(B|A) = support(A ∪ B)/support(A) = support_count(A ∪ B)/support_count(A) 

Rules with high confidence and strong (reasonably large or high) support are referred to as strong rules (Agrawal, et al.1993; Han and Kamber, 2012; Park, Chen 

and Yu, 1995; Tan, Steinbach and Kumar, 2006). A rule with very low support may occur simply by chance. Confidence, on the other hand, measures the 

reliability of an inference rule. So, the higher the confidence, the more likely it is for B to be present in transactions that contains A.  

One of the most commonly used algorithms for association rule mining is the Apriori algorithm. Next we explain the Apriori algorithm. The Apriori algorithm can 

be decomposed into the following two step process (Han and Kamber, 2006): 

1. Find all frequent itemsets. An itemset that contains k items is a k-itemset. All frequent itemsets will occur at least as frequently as a pre-determined 

minimum support count.  

2. Generate strong association rules from the frequent itemsets – these rules must satisfy a minimum support and minimum confidence.  

The overall performance of mining association rules is determined by the first step.  

4.1 ALGORITHM TO MINE ASSOCIATION RULES 

The Apriori algorithm finds frequent itemsets using an iterative approach based on candidate generation. Below we present the pseudocode for the Apriori 

algorithm, as presented in (Han & Kamber, 2006):  

L1 := {frequent 1-itemsets} D; 

for (k=2; Lk-1 ≠ ∅ ; k++) 

 Ck = apriori_gen(Lk-1, min_sup); 

 for each transaction t∈D { //scan D for counts  

   Ct = subset(Ck, t); // get the subsets of t that are candidates 

  for each candidate c∈Ct 

   c.count++;  

} 

 Lk = { c∈Ck | c.count ≥  min_sup} 

}  

return L=  Uk Lk; 

 

procedure apriori_gen(Lk-1; frequent(k-1)-itemsets; min_sup: minimum support threshold) 

 for each itemset l1∈  Lk-1 

  for each itemset l2∈  Lk-1 

   if (l1[1] = l2[1]) ∧ (l1[2] = l2[2]) ∧… ∧ (l1[k-2] = l2[k-2]) ∧ (l1[k-1] = l2[k-1]) then { 

    c = l1 |X| l2 ;  // join step: generates candidates 

    if has_infrequent_subset(c, Lk-1) then 

     delete c; //prune step: remove unfruitful candidate 
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    else add c to Ck; 

 } 

return Ck; 

 

procedure has_infrequent_subset(c:candidate k-itemset; Lk-1: frequent (k-1)-itemsets); 

  //use prior knowledge 

 for each (k-1) – subset s of c 

  if s∉  Lk-1 then 

   return TRUE; 

  return FALSE; 

This Apriori algorithm employs an iterative approach known as a level-wise search, where k-itemsets are used to explore (k+1) – itemsets. First, the set of 

frequent 1-itemsets is found, denoted by L1. All these frequent 1-itemsets have to have support above a user specified minimum. The frequent 1-itemsets are 

generated by counting item occurrences and then those that turn out to be frequent after computing their support are used.  

L1 is then used to find L2 , the set of frequent 2-itemsets, which is used to find L3, and so on until no more frequent k-itemsets can be found. The size of the 

itemsets is incremented by one at each iteration, and the finding of each Lk requires one full scan of the database. This phase stops when there are no frequent 

itemsets. 

The apriori_gen procedure performs two steps – a join and a prune. In the join part, Lk-1 is joined with Lk-1 to generate potential candidates. The prune portion 

employs the Apriori property to remove candidates that have a subset that is not frequent. The test for infrequent subsets is shown in procedure 

has_infrequent_subset (Han & Kamber, 2006). 

 

5. APPROXIMATE FUNCTIONAL DEPENDENCIES (AFDs) 
An AFD will hold most of the time, but not all the time. Though FDs form the basis for database theory, AFDs can also have applications in database design (Bra 

and Paredaens, 1984) and the discovery of unexpected but meaningful approximate dependencies can also be used in data mining applications (Huhtala, et al., 

1999). For example, in an environmental dataset an AFD could point to the causes for air pollution, and these can then be further investigated by domain 

experts.  

We will define an AFD as: Given a relational representation R, attribute Y of R is approximately dependent on attribute X of R if and only if each X in R has 

associated with it one Y in R in at least (Z – T) cases. Z is the number of tuples or rows in R, and T is the number of tuples that have to be removed for each X in R 

to have associated with it precisely one Y. We will denote the AFD with a ” ”. 

 

6. RELATED WORK 
AFDs have been studied by a few. Huhtala, et al. (1999) presented the Tane algorithm to determine functional and approximate dependencies from large 

databases. Tane is based on partitioning sets of rows by their attribute values.  

Kivinen and Mannila (1995) discussed several measures to determine the error of dependencies and derived bounds for discovering dependencies with errors. 

Ilyas, et al. (2004) developed a system called CORDS to determine statistical correlations and soft FDs. One of the drawbacks of CORDS is that it works with a 

sample of data, hence we cannot assert with complete certainty if a functional dependency always holds. 

Giannella and Robertson (2004) examined how to measure, based on information theory, the degree to which a FD is approximate. Their measure is compared 

with the other two standard measures, g3 and Tau. 

Kalavagattu (2008) measured for AFDs (derived from association rules) and also presented an algorithm for generating AFDs according to measures of 

confidence and specificity with derivations. 

Alashqur (2009) describes the similarities and differences between FDs and association rules and introduces a formal definition of FDs in terms of association 

rules. But Alashqur (2009) only talks about FDs whose confidence is 100%. We deal with AFDs whose confidence may be less that 100%. 

Sanchez et al (2008) provide a methodology to adapt existing association rule mining algorithms to the task of discovering Approximate Dependencies. The 

adapted algorithms obtain the set of Approximate Dependencies that hold in a relation with accuracy and support greater than user-defined thresholds. 

Approximate functional dependencies were also studied as fuzzy functional dependencies by some (Berzal, et al (2005); Sanchez et al. (2003)). Calero, et al. 

(2003, 2004a, b) introduced a methodology that employed fuzzy approximate dependencies for perform a high-level analysis of data.  

Though AFDs have been studied by a few, none of them have studies related to determining AFDs from association rule mining using the statistical measures of 

support and confidence (where confidence is below 100%) using the approach we took. We present a unique way to analyze the support and confidence of 

association rules to come up with AFDs. 

 

7. EXPERIMENTAL RESULTS 
Our aim in this work is to determine AFDs between attribute-value pairs of association rules in large datasets using 2-item rules. This work can be extended to 

more than 2-item rules, but we do not consider that scenario in this paper. Our proposed method works for 2-item rules, that is, one attribute-value pair on 

either side of an association rule. 

We tested our ideas using five datasets. We will present details of the work using the first dataset, Colleges, available at [ftp://85.158.30.137/lib.stat.cmu.edu/ 

datasets/colleges/aaup.data]. This dataset has 1161 rows. 

STEP 1 

Our first step was to categorize the data to make it ready for association rule mining. We then ran the Apriori algorithm using Weka on the categorized dataset 

using a minimum support of 0.01 and minimum confidence of 1. The reason for the low minimum support and high confidence numbers was to get all possible 

2-item rules so that we could create 2-itemsets out of 2-item rules with 100% confidence. 

From this initial run we selected two 2-item rules with 100% confidence: 

• Type=IIB 618 ==> NFP=NFPlowest 618 

• Average Salary Assistant Proffessors=ASASPlow 415 ==> Number of Associate Professors=NAPlowest 415 

The next step was to run Weka’s Apriori algorithm using the attributes from the 2-item rules, hence we first ran the Apriori algorithm on the attributes from the 

first rule and then on the attributes from the second rule.  

STEP 2 

We ran Weka’s Apriori algorithm on the Type and Number of Full Professors attributes (the attributes from the first rule), with the lowest minSupport (0.001) 

and minConfidence (0.001) settings. We got the following rules: 

1. Type=IIB 618 ==> NFP=NFPlowest 618    conf:(1) 

2. NFP=NFPhigh 11 ==> Type=I 11    conf:(1) 

3. NFP=NFPhighest 9 ==> Type=I 9    conf:(1) 

5. Type=IIA 363 ==> NFP=NFPlowest 337    conf:(0.93) 

6. NFP=NFPmed 45 ==> Type=I 37    conf:(0.82) 

7. NFP=NFPlow 88 ==> Type=I 70    conf:(0.8) 

8. NFP=NFPlowest 1008 ==> Type=IIB 618    conf:(0.61) 
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9. Type=I 180 ==> NFP=NFPlow 70    conf:(0.39) 

10. NFP=NFPlowest 1008 ==> Type=IIA 337    conf:(0.33) 

11. Type=I 180 ==> NFP=NFPlowest 53    conf:(0.29) 

12. Type=I 180 ==> NFP=NFPmed 37    conf:(0.21) 

13. NFP=NFPlow 88 ==> Type=IIA 18    conf:(0.2) 

14. NFP=NFPmed 45 ==> Type=IIA 8    conf:(0.18) 

15. Type=I 180 ==> NFP=NFPhigh 11    conf:(0.06) 

16. NFP=NFPlowest 1008 ==> Type=I 53    conf:(0.05) 

17. Type=I 180 ==> NFP=NFPhighest 9    conf:(0.05) 

18. Type=IIA 363 ==> NFP=NFPlow 18    conf:(0.05) 

19. Type=IIA 363 ==> NFP=NFPmed 8    conf:(0.02) 

The possible values of Type were Type = IIB, Type = IIA and Type = I. We kept one rule for each value of the Type attribute. The rule with the highest confidence 

was kept. For example, Type = IIA had 3 rules with confidences of 93%, 5% and 2% respectively. We kept the rule with the 93% confidence and did not use the 

rest of the rules. For Type = I, since the rule with the highest confidence had a confidence of 39%, we did not use it since we would only keep it if the rule’s 

confidence was above 50% (this confidence is a user-defined confidence and is selected arbitrarily). For Type IIB, since this is a rule with confidence of 100%, we 

kept this one; so we ended up with the following: 

Type = IIB  618 tuples out of 618 were retained 

Type = IIA  337 tuples out of 363 were retained 26 tuples were removed 

Type = I  0 tuples were retained 180 tuples were removed  

This means that, in this dataset, out of 1161 rows, if Type IIB occurs, then this always leads to NFPlowest, since this has 100% confidence, and this happened in 

618 cases or 53% of the time. Similarly, when Type IIA occurred, NFPlowest occurred 93% of the time (shown by the confidence) and this happened 29% in the 

whole dataset (the support). In this study we are trying to get a combined support of at least 80%. Since Type IIB and Type IIA accounted for 82% of the data we 

will continue with AFD calculation.  

We calculated the AFD’s as follows: 

Step 2.1  

Calculate the total number of tuples removed. We based this on confidence of the association rules. If the confidence is below 50%, the rules are removed. Since 

Type = I had confidence less than 50%, these rules were not used. Also we try to obtain a combined support of at least 80%. 

HR = Highest rule from each attribute-value combination with confidence > 50% 

Total number of tuples retained = Total_retained 

Total_retained% = 955/1161 = 82% 

Total_retained = ∑ �����
��	  

Total_retained = 618 + 337 = 955 

Total number of tuples removed = Total_removed  

Total_removed = Dataset size – Total_retained 

Total_removed = 1161 – 955 = 206 

Step 2.2 

Next we calculate the impurity.  

Impurity % = (Total_removed /dataset size) * 100 

Impurity % = 206/1161 * 100 

Impurity = 17.8% 

Step 2.3:  

The Approximate Functional Dependency (AFD): 

AFD = 100 – Impurity% 

AFD = 100 – 17.8 

AFD = 82.2% 

Therefore, we can conclude that dependency (Type → Number of Full Professors) has AFD with the strength=82.2% and that the impurity of this AFD is 17.8% or 

206 tuples. This would imply that for the attributes Type and Number of Full Professors, if we know the Type, we can predict the Number of Full Professors with 

an accuracy of 82.2%  

Step 3 

Next we will consider the second 2-item rule. The attributes are Average Salary Assistant Professor (ASASP) and Number of Associate Professors (NAP). We ran 

Weka’s Apriori algorithm using these two attributes with the lowest minSupport and minConfidence settings. We got the following rules: 

1. ASASP=ASASPlow 415 ==> NAP=NAPlowest 415    conf:(1) 

2. NAP=NAPhigh 9 ==> ASASP=ASASPmed 9    conf:(1) 

3. NAP=NAPhighest 2 ==> ASASP=ASASPmed 2    conf:(1) 

4. NAP=NAPlow 117 ==> ASASP=ASASPmed 106    conf:(0.91) 

5. NAP=NAPmed 35 ==> ASASP=ASASPmed 31    conf:(0.89) 

6. ASASP=ASASPmed 709 ==> NAP=NAPlowest 561    conf:(0.79) 

7. ASASP=ASASPhigh 37 ==> NAP=NAPlowest 22    conf:(0.59) 

8. NAP=NAPlowest 998 ==> ASASP=ASASPmed 561    conf:(0.56) 

9. NAP=NAPlowest 998 ==> ASASP=ASASPlow 415    conf:(0.42) 

10. ASASP=ASASPhigh 37 ==> NAP=NAPlow 11    conf:(0.3) 

11. ASASP=ASASPmed 709 ==> NAP=NAPlow 106    conf:(0.15) 

12. NAP=NAPmed 35 ==> ASASP=ASASPhigh 4    conf:(0.11) 

13. ASASP=ASASPhigh 37 ==> NAP=NAPmed 4    conf:(0.11) 

14. NAP=NAPlow 117 ==> ASASP=ASASPhigh 11    conf:(0.09) 

15. ASASP=ASASPmed 709 ==> NAP=NAPmed 31    conf:(0.04) 

16. NAP=NAPlowest 998 ==> ASASP=ASASPhigh 22    conf:(0.02) 

17. ASASP=ASASPmed 709 ==> NAP=NAPhigh 9    conf:(0.01) 

18. ASASP=ASASPmed 709 ==> NAP=NAPhighest 2    conf:(0) 

The values of Average Salary Assistant Professors were ASASPlow, ASASPmed, and ASASPhigh. Again, keeping one rule for each value of the ASASP attribute (and 

only the rules with confidence > 50%), we have: 

ASASP = ASASPlow  415 tuples out of 415 were retained 

ASASP = ASASPmed  561 tuples out of 709 were retained 148 tuples were removed 

ASASP = ASASPhigh  22 tuples out of 37 were retained 15 tuples were removed 
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In this case, ASASPlow accounts for 35.74% of the data (the support) and ASASPmed accounts for 48.32% of the data. ASASPlow and ASASPmed taken together 

account for 84.06% of the data. ASASPhigh had a very low support of 1.89%, but we kept it since this rule’s confidence was 59% (in this study we are keeping 

rules with confidence > 50%). So, the process is, we first check for the confidence, and if the confidence is above 50%, we keep the rule, even if the support is 

very low. 

Step 3.1: 

Total_retained = ∑ �����
��	  

Total_retained = 415 + 561 + 22 = 998 

Total_retained% = 998/1161 = 85.96% 

Total_removed = 1161 – 998 = 163 

Step 3.2: 

Impurity % = (Total_removed /dataset size) * 100 

Impurity% = (163/1161) * 100 = 14%  

Step 3.3: 

The Approximate Functional Dependency (AFD): 

AFD = 100 – Impurity% 

AFD = 100 – 14 

AFD = 86% 

 

Therefore, we can conclude that dependency Average Salary Assistant Professors → Number of Associate Professors has AFD with the strength 86% and this 

AFD’s impurity = 14% or 163 tuples. This means that if we know the ASASP, we can predict the NAP with an accuracy of 86%. 

Using the same steps, we calculated the impurities and AFDs for the other four datasets. Figure 3 presents the 2-item rules extracted from each dataset. These 

were obtained using the minSupport of 0.01 and minConfidence of 1. Medical data set did not have 2-item rules with 100% confidence; therefore, we had to 

lower the confidence value to 95%. 

FIGURE 3: 2-ITEM RULES 

Dataset: Colleges 

ftp://85.158.30.137/lib.stat.cmu.edu/datasets/colleges/aaup.data 

2-item rules with 100% confidence 

• Type=IIB 618 ==> NFP=NFPlowest 618 

• Average Salary Assistant Proffessors=ASASPlow 415 ==> Number of Associate Professors=NAPlowest 415 

Dataset: Forest Fires 

http://archive.ics.uci.edu/ml/datasets/Forest+Fires 

2-item rules with 100% confidence 

• RH=Rhlow 305 ==> rain=RAINlow 305    conf:(1) 

• temp=TEMPmed 236 ==> rain=RAINlow 236    conf:(1) 

• DMC=DMClow 210 ==> rain=RAINlow 210    conf:(1) 

• DMC=DMClow 210 ==> area=AREAsmallest 210    conf:(1) 

• wind=WINDlow 209 ==> ISI=ISIlow 209    conf:(1) 

• wind=WINDlow 209 ==> rain=RAINlow 209    conf:(1) 

• wind=WINDlow 209 ==> area=AREAsmallest 209    conf:(1) 

• X=Xcentral 207 ==> rain=RAINlow 207    conf:(1) 

• X=Xeast 176 ==> area=AREAsmallest 176    conf:(1) 

• X=Xwest 134 ==> FFMC=FFMChigh 134    conf:(1) 

Dataset: Green Vehicle data 

https://explore.data.gov/Transportation/Green-Vehicle-Guide-Data-Downloads/9un4-5bz7 

2-item rules with 100% confidence 

• Eng Displ=med_Eng_Displ 290 ==> # Cyl=med_cyl 290    conf:(1) 

• # Cyl=high_cyl 234 ==> Eng Displ=large_Eng_Displ 234    conf:(1) 

Dataset: Contraceptive Method Choice 

http://archive.ics.uci.edu/ml/datasets/Contraceptive+Method+Choice 

2-item rules with 100% confidence 

• Number of Children ever born=Ten_to_Thirteen 28 ==> Wife Age=Adult 28    conf:(1) 

Dataset: Medical Data set 

2-item rules with more than 90% confidence 

• Systolic Pressure=SP_low 4317 ==> Blood Pressure Medication=Bpmed_NO 4314    conf:(0.99) 

• Body Mass Index=BMI_Normal 4405 ==> Blood Pressure Medication=Bpmed_NO 4379    conf:(0.99) 

• Weight=Weight_average 4488 ==> Blood Pressure Medication=Bpmed_NO 4456    conf:(0.99) 

• Current Smoker=CurrentSmoker_NO 3648 ==> Blood Pressure Medication=Bpmed_NO 3617    conf:(0.99) 

The 2-item rules presented in figure 3 were used to create 2-itemsets presented in figure 4. Attributes from each 2-item rule create one 2-itemset. Therefore, 

the number of 2-item rules should correspond to the number of 2-itemsets, but not in all cases.  For example, in the Green Vehicle data set, we have two 2-item 

rules that create only one 2-itemset because the rules use the same pair of attributes. 
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FIGURE 4: 2-ITEMSETS GENERATED 

Dataset: Colleges 

ftp://85.158.30.137/lib.stat.cmu.edu/datasets/colleges/aaup.data 

2-itemsets extracted  

• Type, Number of Full Professors 

• Average Salary Assistant Professors, Number of Associate Professors 

Dataset: Forest Fires 

http://archive.ics.uci.edu/ml/datasets/Forest+Fires 

2-itemsets extracted 

• RH, Rain 

• Temp, Rain 

• DMC, Rain 

• DMC, Area 

• Wind, ISI 

• Wind, Rain 

• Wind, Area 

• X, Area 

• X, Rain 

• X, FFMC 

Dataset: Green Vehicle data 

https://explore.data.gov/Transportation/Green-Vehicle-Guide-Data-Downloads/9un4-5bz7 

2-itemsets extracted 

• Eng Displ, # Cyl 

 

Dataset: Contraceptive Method Choice 

http://archive.ics.uci.edu/ml/datasets/Contraceptive+Method+Choice 

2-itemsets extracted 

• Number of Children ever born, Wife Age 

Dataset: Medical Data set 

2-itemsets extracted 

• Current Smoker, Blood Pressure Medication 

• Body Mass Index, Blood Pressure Medication 

• Systolic Pressure, Blood Pressure Medication 

• Weight, Blood Pressure Medication 

Figure 5 shows the resulting AFDs, the value and percentage of impurity, and the AFD’s strength. 

 

FIGURE 5: RESULTING AFDS OF THE EXPERIMENTAL DATASETS 

Dataset: Colleges 

ftp://85.158.30.137/lib.stat.cmu.edu/datasets/colleges/aaup.data 

Size AFDs Impurity 

(Tuples) 

Impurity 

(Perc.) 

AFD strength 

(Perc.) 

1161 Type Number of Full Professors 206 17.8 % 82.2 % 

1161 Average Salary Assistant Professor Number of Associate Professors 163 14 % 86 % 

Dataset: Forest Fires 

http://archive.ics.uci.edu/ml/datasets/Forest+Fires 

Size AFDs Impurity 

(Tuples) 

Impurity 

(Perc.) 

AFD strength 

(Perc.) 

517 Wind  Area 3 0.5 % 99.5 % 

517 RH  Rain 1 0.2 % 99.8 % 

517 Temperature  Rain 1 0.2 % 99.8 % 

517 DMC  Rain 1 0.2 % 99.8 % 

517 DMC  Area 3 0.6 % 99.4 % 

517 Wind  ISI 10 1.9 % 98.1 % 

517 Wind  Rain 1 0.2 % 99.8 % 

517 X  Area 3 0.6 % 99.4 % 

517 X  Rain 1 0.2 % 99.8 % 

517 X  FFMC 7 1.4 % 98.6 % 

Dataset: Green Vehicle Data 

https://explore.data.gov/Transportation/Green-Vehicle-Guide-Data-Downloads/9un4-5bz7 

Size AFDs Impurity 

(Tuples) 

Impurity 

(Perc.) 

AFD strength 

(Perc.) 

840 Number of Cylinders Engine Displacement 41 5 % 95 % 

Dataset: Contraceptive Method Choice 

http://archive.ics.uci.edu/ml/datasets/Contraceptive+Method+Choice 

Size AFDs Impurity 

(Tuples) 

Impurity 

(Perc.) 

AFD strength 

(Perc.) 

1473 Wife Age  Number of Children Ever Born 620 42 % 58 % 

Dataset: Medical data set 

Size Relation Impurity 

(Tuples) 

Impurity 

(Perc.) 

AFD strength 

(Perc.) 

5945 Current Smoker � Blood Pressure Medication 44 0.7 % 99.3 % 

5945 Body Mass Index � Blood Pressure Medication 44 0.7 % 99.3 % 

5945 Systolic Pressure � Blood Pressure Medication 44 0.7 % 99.3 % 

5945 Weight � Blood Pressure Medication 44 0.7 % 99.3 % 
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8. DISCUSSION OF THE RESULTS 
In the first dataset, Colleges, there were two AFDs with relatively high strengths, 82.2% and 86% respectively.  

In the second dataset, Forest Fires, there were quite a few AFDs with relatively high strengths. In fact, all of these strengths were over 99%, with just one at 98%, 

therefore most of these AFDs hold most of the time. Figure 6 visualizes the AFDs in the Forest fires data set. The attributes on the left would be the LHS of an 

association rule and the attributes on the right would be the RHS of the rule. 

 

FIGURE 6: AFDS DETERMINED FROM ASSOCIATION RULE MINING 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From this mapping we can see that AFDs determined from association rule mining would take a different nature. In FDs in relational database theory, a RHS 

cannot be mapped by more than one LHS. That is, a set of attributes in a row (RHS) is dependent on one key value (LHS), as shown in figure 7. This same set of 

attributes could not be dependent on more than one key value. From figure 7, sname, major, class, bdate, age, and GPA would be dependent on the student 

number (stno). 

We can see from figure 6 that this is clearly not the case. Area, Rain, ISI, FFMC (the RHS) can be defined by more than one LHS. Hence, in AFDs determined from 

association rule mining, one LHS can map to more than one RHS. And, one RHS side can be mapped from more than one LHS. So, the nature of the AFDs 

determined from association rule mining is different from the definition of FDs used in relational database theory. 

 

FIGURE 7: FDS IN A RELATIONAL REPRESENTATION 

 

 

 

 

 

 

 

 

The third dataset also had an AFD with high strength (95%). Just as in the other datasets, there are many AFDs in this dataset too, however, we cannot discover 

them using our criteria (filtering only the rules with 100% confidence). If we lower the confidence threshold for association rule mining, we should be able to 

create much more 2-itemsets out of the rules with the confidence >50% and support >80%. In the fourth dataset, however, we found only one AFD with the 

strength 58%. So, this AFD would happen only about 58% of the time. In the last dataset, the Medical dataset, however, there were some really high AFDs.  

 

9. CONCLUSION 
From this study we can conclude that 100% confidence obtained from association rule mining does not necessarily mean a FD. To determine AFDs, in addition to 

the rules with 100% confidence, we have to determine what percentage of the data (the support) the rules with or close to 100% confidence cover. The higher 

the support (the closer the combined total of the support of the rules selected is to 100%) and the higher the confidence of the rules (and the closer this is to 

100%), the higher strength of the AFD.  
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