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A ROLE OF DATA MINING TECHNIQUES IN SHARE MARKET INVESTMENT 
 

H. SANKAPAL 

ASST. PROFESSOR 

MIRAJ MAHAVIDYALAYA 

MIRAJ 

 

ABSTRACT 
Knowledge discovery in financial organization have been built and operated mainly to support decision making using knowledge as strategic factor. Data mining 

can be defined as the process of selecting, exploring and modeling large amounts of data to uncover previously unknown patterns. In the Share Market in equity 

sector, data mining can help firms gain business advantage Many attempts have been made to predict stock market data using statistical and traditional methods, 

but these methods are no longer adequate for analyzing this huge amount of data. In this paper, we investigate the use of various data mining techniques for 

knowledge discovery in investment in Share Market in equity sector. We introduce different exhibits for discovering knowledge in the form of association rules, 

clustering, classification suitable for data characteristics. Data mining is one of most important powerful information technology tool in today’s competitive business 

world, it is able to uncover hidden patterns and predict future trends and behavior in stock market. 

 

KEYWORDS 
share market, equity, association rules, clustering, classification, data mining. 

 

1. INTRODUCTION 
tock market is a place where buying and selling of  shares takes place. When an investor buys stocks of a certain company he becomes a part owner of 

that company according to the number of shares held by him. To make maximum profit, right investment should be made at the right time. The main 

function of a stock market is the dealings of stocks between investors. Stocks are grouped into industry groups according to their primary business focus. 

A transaction is the willing of an investor to sell some stocks and the request of another to buy them. Normally purchasing of share depends upon occupation and 

income of investor. Following table shows current trend of investment based on occupation and income. 

Data mining can be defined as the process of selecting, exploring and modeling large amounts of data to uncover previously unknown patterns. In the Share 

Market in equity sector, data mining can help firms gain business advantage. For example, by applying data mining techniques, companies can fully exploit data 

about customers’ buying patterns and behavior – as well as gaining a greater understanding of their business to help reduce fraud, improve underwriting and 

enhance risk management. This paper discusses how  help to customers can benefit by using modern data mining methodologies and thereby selection of shares 

in equity, increase profits, acquire new customers. Data mining methodology often can improve upon traditional statistical approaches to solving business 

solutions. Stock market produces huge datasets that deals enormously complex and dynamic problems with data mining tool. Potential significant benefits of 

solving these problems motivated extensive research for years . The research in data mining has gained a high attraction due to the importance of its applications 

and increasing generated information Data mining often can improve existing models by finding additional, important variables, identifying interaction terms and 

detecting nonlinear relationships. Models that predict relationships and behaviors more accurately lead to greater profits and reduced Risk taking ability. Data 

classification can be done by many different techniques; one of those methods is the classification by using Decision Tree. It is graphical demonstration of all 

possible paths and outcomes by which they can be reached. 

Specifically, data mining can help stockbrokers in the business of bringing buyers and sellers of stocks and securities together ,increasing generated information. 

A stock market or equity market is a private or public market for the trading of company stock and derivates of company stock at an agreed price; there are 

securities listed on a stock exchange as well as those only traded privately. 

✫ Acquiring new customers for Opening New Demat Account.  

✫ Retaining existing customers.  

✫ Performing sophisticated classification  

 

2. ACQUIRING NEW CUSTOMERS FOR OPENING NEW DEMAT ACCOUNT 
An important business problem is the acquisition of new customers. Although traditional approaches involve attempts to increase the customer base by simply 

expanding the efforts of the stock brokers efforts that are guided by more quantitative data mining approaches can lead to more focused and more successful 

results. A traditional approach is to increase the number of Demat account holders by simply targeting those who meet certain Shares constraints. A drawback to 

this approach is that much of the marketing effort may yield little return. Hence in this situation it is important to identify population segments among already 

demat account holders customers in treading company could be targeted. A statistical technique called “cluster analysis,” sometimes used in the private sector to 

identify various market segments.Clustering is a technique of partitioning or segmenting the data into groups that might or might not be disjointed. The clustering 

usually accomplished by determining the similarity among the data on predefined attributes. The most similar data are grouped into clusters. Since clusters are 

not predefined, a domain expert is often required to interpret the meaning of the created clusters. 

EXAMPLE 1.1 

Treading companies can create special catalogs targeted to various demographic groups based on attributes such as income, occupation, and age as physical 

characteristic of potential customers. The company then can perform a clustering of potential customers based on determined attribute values to create new 

catalogs. The results of the clustering exercise can be then used by management to create special catalogs for different Shares and distribute them to the correct 

target population based on the cluster for that policy. 

A Treading company can group its customers based on common features. Company management does not have any predefined for this label. Based on the 

outcome of the grouping they will target marketing and advertising campaigns to the different groups for a particular type of policy. Following is the general trend 

observed by experts in share market. 

 

 

 

 

 

 

 

 

 

 

 

 

S
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TABLE 1.1: TREND FOR INVESTMENT IN SHARE MARKET 

Occupation Income Low level shares Mid level shares High level shares 

Employee 3,000 to 10000 10%    

 10000 to 20000 10% 10%  

 20000 to 30000   20%  

 30000 to 40000 10%   

 40000 to 50000   40% 

 >50000  20% 20% 

Business man 3,000 to 10000 5%   

 30000 to 40000  40%  

 >50000   60% 

Professional 20000 to 30000   40%  

 >50000   60% 

Student 3,000 to 10000 10%   

 20000 to 30000   20%  

 >50000   40% 

Others 20000 to 30000   10%  

 >50000   60% 

 

TABLE 1.2: SAMPLE DATA BASED ON TRENDS 

Occupation  Income  Investment Type of Share 

 

Employee   8500  1000  Low level 

Employee   18000  4000  Low,Mid level 

Employee   60000  25000  Low,Mid level 

 

Business Man  38000  15000  Mid level 

Professional  28000  6000  Mid level 

Employee   125000  30000  Mid,High level 

 

Business Man  70000  45000  High level  

Employee   55000  20000  Mid,High level  

Professional  120000  75000  High level 

 

The sample data shows the investment done by the customer for particular type of shares (Low-level risk, Mid-level, High-level) depending upon their occupation, 

and income. Hence depending upon the occupation and income, we could target the customers having less, high income and occupation as employee, professional, 

students, others, Business man. Hence the group of people, is of younger Customers having knowledge of share market suitable for investment in low, mid, high 

level shares in equity. 

DEFINITION 1.1. Given a database D = {t1,t2,…,tn } of tuples and an integer value k, the clustering problem is to define a mapping f : D → {1,…,k}where each T is 

assigned to one cluster kj, 1≤ j ≤ k.A cluster kj, contains precisely those tuples mapped to it that is,kj = { ti | f(ti) = kj, 1≤ i ≤ n, and ti D} 

Algorithm 1.1 k-means Clustering 

K-means is an iterative clustering algorithm in which items are moved among sets of clusters until the desired set is reached 

Input: 

D= {t1, t2, t3,...,tn} //Set of elements  

k //Number of desired clusters 

Output: 

K //set of clusters 

Algorithm: 

assign initial values for means m1, m2, …,  

mk; repeat 

assign each item ti to the cluster which has closest  

mean; calculate new mean for each cluster; 

until convergence criteria is met. 

Note that the initial values for means are arbitrarily assigned and the algorithm could stop when no or very small number of tuples are assigned to different 

clusters. As per the algorithm, first we have to find mean of each cluster. Hence accordingly mean for first cluster is 28500, Employee, 15000, Occupation, Income. 

Similarly mean for second cluster is 60000, Employee,Professional,Business Men,25500, while the same for third cluster is 80000, Business,Employee,Professional, 

80000. Suppose a customer with income is 25000, occupation Employee, Investment is 14000 and will provide differences 3000,0,1000,0 . Once the customer is 

added to one of the clusters its new mean will be automatically calculated. 

 

3. CLASSIFICATION: SEGMENT DATABASES 
To improve predictive accuracy, databases can be segmented into more homogeneous groups. Then the data of each group can be explored, analyzed and 

modeled. Depending on the business question, segmentation can be done using variables associated with risk factors, profits or behaviors. Segments based on 

these types of variables often provide sharp contrasts, which can be interpreted more easily. Classification maps data into predefined groups or segments. 

Classification algorithms require that the classes be defined based on data attributes values. They often describe these classes by looking at the characteristics of 

data already known to belong to the classes. As a result, Treading companies can more accurately predict the likelihood of a shares in equity based on the upon  

income and occupation. 

EXAMPLE 1.2 

Treading company can find a segment based on the income, Occupations. Such patterns can be stored in database. So while  to customer, broker can get the 

information of customer like income and occupation. This pattern can be compared to entries in a database and broker can suggest low level share, mid level 

share, high level shares in equity customer based on matched patterns. 
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TABLE 1.2 SAMPLE DATA FOR EXAMPLE 

Occupation Income Investment Type of Share 

Employee 8500 1000 Low level 

Employee 18000 4000 Low,Mid level 

Employee 12000 2500 Low,Mid level 

Employee 15000 3500 Low,Mid level 

Employee 17500 4500 Low,Mid level 

Employee 60000 25000 Low,Mid level 

Employee 15000 15000 Mid,High level 

Employee 125000 30000 Mid,High level 

Business man 38000 15000 Mid level 

Business man 70000 45000 High level 

Business man 9000 500 Low level 

Professional 28000 6000 Mid level 

Professional 120000 75000 High level 

Student 8500 1000 Low level 

Student 25000 5000 Mid level 

Student 60000 25000 High level 

Others 27000 3000 Mid level 

Others 60000 35000 High level 

This example assumes that the problem is to classify customers in terms of different investments attributes such as occupation, income, mid point. The investments 

classification can simply be done using income as main criteria shown below: 

 

TABLE 1.3 

3,000 ≤ Income ≤ 20,000 Low level 

15,000 ≤ Income ≤ 40,000 Mid level 

Income ≥ 40,000 High level 

The investments term require complicated set of divisions using both income and Occupation. Similarly Risk shares level require complicated set of divisions using 

both Income and Occupation while investments require much more complicated set of divisions using Age, Income and Occupation. 

u N such that sim(t,u) ≤ sim(t,d), then begin 

N = N – {u};  

N = N {d}; 

DEFINITION 1.1. Given a database D = {t1,t2,…,tn } of tuples (items, records) and a set of classes C = {C1,…,Cm}, the classification problem is to define a mapping f 

: D → C where each T is assigned to one class. A class Cj, contains precisely those tuples mapped to it that is, Cj = { T | f(ti) = Cj, 1≤ i ≤ n, and ti D} 

Algorithm 1.2 K Nearest Neighbors 

When classification is to be made for new item using K Nearest Neighbors algorithm, its distance to each item in the training set must be determined. The new 

item is then placed in the class that contains the most items from the (K) closest set. 

Input: 

T//Training data  

K //Number of neighbors  

t //Input tuple to classify 

Output: 

c //class to which t is  

assigned Algorithm: 

N = ø 

//Find the set of neighbors, N, for  

t For each d T do 

If |N|≤ K, then  

N = N {d}; 

else i 

else if 

end 

//Find class for classification  

C=class to which the most u N are classified; 

For example, investment there can be two groups as first is for customer with  Income 3000/- to 10000/- and Occupation Employee with low risk level share 

purchasing  and 10%  amount of their income. Similarly second one is for customer Income >50000/-  and Occupation Employee with low risk level share purchasing 

and 60% amount.  

 

4. CONCLUSION 
With the increase of economic globalization and evolution of information technology, financial data are being generated and accumulated at an unprecedented 

pace. As a result, there has been a critical need for automated approaches to effective and efficient utilization of massive amount of financial data to support 

companies and individuals in strategic planning and investment decision making. Data mining techniques have been used to uncover hidden patterns and predict 

future trends and behaviors in financial markets. Clustering is a tool for data analysis, which solves classification problems. Its objective is to distribute cases 

(people, objects, events etc.) into groups, so that the degree of association can be strong between members of the same cluster and weak between members of 

different clusters. In clustering, there is no pre classified data and no distinction between independent and dependent variables. Instead, clustering algorithms 

search for groups of records. The algorithms discover these similarities. This way each cluster describes, in terms of data collected, the class to which its members 

belong. Clustering is a discovery tool. It may re-veal associations and structure in data which, though not previously evident, nevertheless are sensible and useful 

once found. As part of a stock market analysis and prediction system consisting of an expert system and clustering of stock prices, data is needed. The competitive 

advantages achieved by data mining include increased revenue, reduced cost, and much improved marketplace responsiveness and awareness. 
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