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ABSTRACT 
MapReduce is a program foundation which helps the builders in writing instructions which processes large quantity of disordered information parallelly over a 

scattered group of processors and separate or unconnected systems [1]. In 2004, google develops the concept of MapReduce. MapReduce software is comprised 

of a Map process whose work is to conduct refinement and resolving and a Reduce process whose work is to perform an review of working performance. A 

MapReduce foundation  coordinates the actions by assembling the scattered servers, executing different jobs parallelly, handles each and every communiqué along 

with transfer of information among the disparate sections of the network, and provides tautology with defect forbearance and scalability also. GridGain and Hadoop 

are two open source java implementations of MapReduce. 
 

KEYWORDS 

MapReduce, hadoop, gridgain. 
 

INTRODUCTION 
apReduce is a computer instruction writing  prototype that was developed through the agency of Google [1]. MapReduce was formulated so that 

corresponding information handling on huge groups of systems can be simplified.  

This planning and scheduling prototype is stirred through  Map and Reduce basics that can be seen in Lisp or many other functional languages. Google 

had done a large number of various implementations for processing and computing large datasets then introduces the MapReduce framework. Mostly the given 

information found to be extremely huge but the calculations were comparatively simpler. Therefore the computations were needed to be scattered all over 

hundreds of systems so that the calculations can be finished within a smaller duration.  

MapReduce can be used for processing large datasets because of its efficiency and scalability. When the concept of MapReduce came into exixtence, Google 

rewrite its entire web searching index system for using this modish planning and scheduling prototype. The categorization structure generates the information 

configuration for the use through Google network forage. The input data here exceeds 20 terabytes. In starting, the categorization structure move  like a cycle of 

eight MapReduce functions, however various novel stages were included later.  Altogether, the mid point of thousands of MapReduce processes are running 

everyday on Google cluster, processes more over and above 20 Petabytes of information everyday [2]. The concept of MapReduce is used for hiding the problem 

in data correspondance, defect forebearnce, data supply and weight balancing. In addition with calculational problems, the software enigneer hardly requires to 

explain framework to control the information categorization and correspondance. Google implemented for designing the huge clusters of interconnected 

machines. For example, Hadoop is one of the open-source implementations of MapReduce, written in Java programming language. Hadoop utilizes various system 

in groups for distributing information management same as google MapReduce. 

The parallelization does not need to be performed across various interconnected machines. There are different applications of MapReduce for parallel computing 

in various surroundings. Phoenix is another implementation of MapReduce that is intended to distributed cache, multiple hub and parallel processing structure. 

Mars is also a MapReduce implementation for graphic processing machine (GPUs). GPUs are massive coresspondent actionist having very high computational 

capacity and cache baud rate as compared to CPUs, but it is persistant to plan because of its construction and interfaces which are formulated especially for graphic 

implementations. MapReduce foundation can hide this difficulty, so that programmers can smoothly bind together the computational capacity of the GPU for 

information management task. 
 

MapReduce 
MapReduce is a planning and scheduling prototype originated by Google. MapReduce foundation comprises of customer donated Map and Reduce function and 

an implementation of MapReduce repository, which automatically manages data distribution, parallelization, load balancing, fault tolerance, etc. 

With this, a user has to write few patterns, such as name of the input and output files, or a few alternative elective regulating parameters. The patterns additionally 

explains the breaking of given information to key/value pairs. In MapReduce prototype, customers describes their computations in the form of two tasks, one is 

Map and the other is Reduce. A key or value set is given to the Map task and it produces the output as a group of intermediary key/value sets. 

Reduce accepts a key in the form of   input and a inventory of values allotted to it. Input values for Reduce are spontaneously clustered from intermediary produce 

from the MapReduce repository. When essential Map jobs are finished, the repository acquires an intermediary key and batched it jointly with every other values 

related with it. The Reduce task acquires  an intermediary key and the value repository allotted to it in the form of an input. It amalgamates the values in a manner  

that the customer has described in the execution of the Reduce task, and generates small groups of values. Commonly  zero or one output or response is generated 

at every Reduce job. This prototype has some limits, because it only supplies map and reduce tasks to be executed by customer. Due to these drawbacks, 

MapReduce offers a simpler connection for customers for parallel and distributive computations. A programming model with limitations is good because due to 

that developer can concentrates on formulation of the real problem with only two simpler tasks. 

Nevertheless, drawbacks reach it hard to utter some issues with this prototype. Yet many of information management  jobs can be executed using MapReduce 

with efficiency. It is not difficult to include modish MapReduce phase to surviving MapReduce operation. By adding MapReduce sections, extra difficult issues can 

be uttered with this prototype. 

M
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The very common illustration of this prototype is a problem of calculating a quantity of recognizable words in a huge collection of documentation. The illustration 

is from [2]. 

/* key: page name 

* value: page contents*/ 

map(key, value){ 

for each word w in value: 

emit Intermediate(w, "1");} 

/* key: a word 

* values: list of counts for the word*/ 

reduce (key, values){ 

int result = 0; 

for each v in values: 

result += ParseInt(v); 

emit(result);}  

 

APPLICATIONS 
After the introduction of MapReduce framework, research areas with various types of difficulty domains has increased using a MapReduce. Various calculations 

can be finished only by utilizing the 

MapReduce prototype, but there are a few problems which cannot be uttered by using the Map and Reduce tasks. 

Take an instance, the recurrences method of Genetic Algorithms cannot instantly be uttered by using Map and Reduce tasks. Genetic Algorithms are a type of 

development algorithms that are used in streams of chemistry and biology. Parallel Genetic Algorithms are adopted in order to achieve a better effectiveness, 

because in processing Genetic Algorithms for huge problem domains require a very long duration. MapReduce requires to be considerable to assist these type of 

algorithms, that can be acquired by including a second reduce section after the rounds, and a client for cooperating 

the implementation of   rounds. MapReduce is utilized in SMS message fedge. SMS messages are mainly utilized for a uncomplex communication among users. In 

any country a large number of messages are sent in every month. MapReduce is utilised as a foundation in message mining [3]. The messages are processed in 

three steps. Firstly, the pre-processing of original dataset is done and assembled by sender mobile numbers. It is finished by initiating MapReduce method. Second 

MapReduce method does a change for the regrouping of the datasets by small contented keys, and lastly the third MapReduce method is required for the mining 

of  the famous messages. 

Error-correcting ciphers are also helpful in several ways. If information files are needed to be stored on a defective channel, then the file is ciphered with an error-

correcting cipher. If the file gets taint when storing, then it is restored when decoding the error correcting cipher. Encoding a huge number of files or huge files is 

the main issue which needs attention. For standard encoding and decoding algorithms, it is difficult to manage huge block size and it does not permit careless 

access of the data. Encoding should not be done on small pieces of a file error correction can be achieved with a improving working on huge documents.  

Google’s computing infrastructure is utilized by Feldman and also Google’s MapReduce execution for encoding and decoding a huge twister cipher. Twister cipher 

are the cipher utilised for correcting errors. These ciphers contain some linear time algorithm to decode and encode. Mapreduce offers a concept named 

parallelization by the help of which twister codes can be used for large files.  

Particle Swarm Optimization algorithm can be naturally utilised with MapReduce. To enhance tasks which have to check huge data, Particle Swarm Optimization 

algorithm is used on parallelization.  

Generalized Stochastic Petri nets are a popular graphical modeling formalism which is used in the operational scrutiny of system and communiqué systems. The 

reply times can be calculated in parallel with the help of MapReduce.  

There is an instance in astronomy related to this, in which the Large Synoptic Survey Telescope generates nearly twenty Terabytes data every night. Spatial queries 

are decayed and processed with the help of MapReduce for optimizing the performance, like reply time. Spatial queries includes spatial selection query, spatial 

join query, nearest neighbor query, etc. Parallelization is a better solution for these kind of problems. 

 

IMPLEMENTATIONS 
� Google’s MapReduce 

The target of google’s MapReduce is huge groups of interconnected machines. The MapReduce library manages parallelization and data distribution in a 

mechanical way. The developers can concentrate on the main issue that is the presentation of computing problem using map and reduce functions because they 

have no need to be anxious about parallel and network programming. Local disk of interconnected machines are used for the distribution and saving of data. 

Google File System (GFS) [1] is a scattered file arrangement which is utilised for supervising saved information over the groups. For making the node more reliable 

and fault tolerant, GFS generates replicas of data blocks on various nodes. 

MapReduce has high scalability; hence it can run on groups consisting of hundreds of cheaper cost machines.   

� Hadoop 

Hadoop is a MapReduce application whose developer is Apache [4]. The construction of Hadoop is necessarily the same as similar Google’s application but the 

major dissimilarity is that Hadoop is an open-source application. Hadoop Distributed File System (HDFS) [4] is used of distributing the data across the 

interconnected machines. And it can generate a number of duplicate copies of data blocks to make it more reliable. Data storage is done on local disks on 

interconnected machines that make the data to access from other machines in the network. 
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FIGURE 1: HADOOP MapReduce [2] 

 
It comprises of two main methods, one is the Name node and another is Data nodes.The Name node executes on a isolated leading system. It contains all 

information regarding every system in the network, and also the information of the data blocks that are saved on the machines in the group. Data node process 

executes on all the remaining machines in the group, and they communicates to the Name node for knowing that when data is to be obtained on their local hard 

disk.  

Hadoop comprises of one Job Tracker and a number of Task Tracker methods or processes. The Job Tracker generally executes on the equivalent leading system 

as the Name node. Users drive their MapReduce functions to the Job- Tracker, that’s job is to divide the exertion among the systems in the group. Every other 

system in group executes a Task Tracker method. The  

TaskTracker interacts with the JobTracker that will allot it a Map or Reduce task whenever possible. 

� GridGain 

The GridGain has a similarity with hadoop that it is also an open source map reduce implementation [5]. From technical aspect, the major distinction is in the 

allotment operation of map function to various junctions. In the MapReduce algorithm the resposibility is divided into subtasks and operator pulls the divided 

fragments as soon as they have leisure processing time. In GridGain the subtasks are propelled towards the junctions. It enhances the load balancing property. In 

this, the developers have to preplan  so that no operator will remain idle without any cause. It is unpopular as compared to Hadoop, but it has improved 

documentation and is good for novice users. 

� Phoenix 

Phoenix is a MapReduce application designed for distributed-cache machines [7]. It comprises of MapReduce programming prototype and related runtime 

repository which manages resources, fault tolerance and other related issues in a mechanical way. Threads are used by phoenix for generating parallel Map and 

Reduce functions. It can be utilized for parallelizing information concentrated computing on multiple hub and multiple processors machines.  Overheads that are 

due to job reproduction and information interactions can be reduced while functiong in a distributed cached surroundings.  

 

SCHEDULING 
Here the main question arises that how the map and reduce tasks of thousands of jobs, that are present on a hadoop cluster for their processing, are scheduled. 

For this purpose  

Hadoop uses a FIFO scheduler out of the box. Afterwards, two more schedulers have been developed. First one is the Fair Scheduler developed by facebook for 

fast response time for smaller jobs and a moderate finish time for the production jobs. Second one is Capacity Scheduler that was developed by Yahoo and this 

scheduler contains named queues in which jobs are submitted.  A fraction of the total computing resource is assigned to the queues and jobs are weighted. There 

is no single scheduling algorithm that is suitable for different types of jobs or tasks. So we can conclude that a mixture of scheduling algorithms can be a better 

option depending upon various workload features.  

 

ISSUES OF SCHEDULING IN MAP REDUCE  
The following are the various issues in map reduce scheduling [6] :  

� Locality 

Out of the major problems in MapReduce scheduling, one is locality. The space between the input data junction and task -assigned node is termed as locality. Data 

transfer cost is minimum if the input information junction is near to the computational junction. Locality adversely affects the performance in a shared clustered 

or grouped environment, because of limited bisection bandwidth of network. The throughput of tasks is directly proportional to the locality. High the locality more 

will be the throughput of the tasks. The processing of a task or job on a junction having the information, called junction locality is the effectual case of locality. If 

node locality is not possible to attain, then running a task or job on the identical frame, known as rack locality, is used. If the requirements of locality are not 

complete, the transfer of data input output costs can affects the production because of the cached baud rate of network. 

� Synchronization 

It is the method of transfer of the intermediary output of the map process to the reduce process in the form of an input, is consider as a element too that adversely 

affects the performance. Mapper has   to wait unless every map tasks are completed for initiating sending intermediary output. Because of the dependent nature 

of map and reduce sections of processing on each other, a isolated junction can deaccelerates the whole operation, which causes the other junctions to wait for 
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its completion. There are many factors that lead to fall in the performance in the synchronization step, some of these are heterogeneity of the groups, junction 

abortion miss-configuration, and serious raised burden of the input output quotation.  

� Fairness 

Many MapReduce tasks are executed in distributed information repository of organization such as facebook, Amazon, Google and Yahoo. A map-reduce task with 

a hefty assignment may influence the  use of the distributed groups, so a few small computing tasks may not have the required response time. When every  map-

reduce task has nearly an equivalent percentage of the junctions and the input files are scattered  in distributed file system, a few  map process has to stack 

information from the network. Due to this, there is a large fall in the throughput and response time. Synchronization raised burden could affect the fairness. Let 

us consider an instance, reduce processes have to wait unless the map functionsare completed or that results in idle nodes and starvation of remaining tasks. 

Because of this, there is no proper utilization. 

 

CONCLUSION 
Hadoop is in a great demand in the market nowadays. As there is a large amount of data is lying in the industry but there is no proper tool that can manage it and 

hadoop can be implemented on lower cost hardware and can be used by a huge number of users.  Map reduce is the most important component in hadoop. In 

this paper we have studied various methods for making the scheduler more efficient for the map reduce so that we can increase systems processing power, 

computational power, speed and performance. 
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