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A STUDY OF MONETARY POLICY IMPACT ON PMI (PRODUCTION MANAGER INDEX) 
 

K SUHRULLEKHA 

ASSOCIATE PROFESSOR 

MLR INSTITUTE OF TECHNOLOGY 

HYDERABAD 

 
ABSTRACT 

In any economy, maintaining the liquidity by the central bank to keep the momentum in the economy intact will be a big challenge. In the modern economy, 

industrial growth is playing the key role for the growth of the economy. The present scenario has been emphasized how monetary policy is having a influence on 

PMI of India. The Granger casualty test has been applied on Johansen co integrated data and result reveals that CRR, Repo rate, reverse repo rate and SLR Granger 

causing the PMI. The linear regression model indicated that the PMI influence the GDP but it has failed to influence the IIP. The VAR model predicted the IIP future 

Momentum downwards but gold is expected to go upside based on the PMI. This study is useful to the industries production manager’s investors of the equity, 

bankers and regulators. 

 

KEYWORDS 
PMI, SLR, CRR, investors, economy, liquidity, growth. 

 

INTRODUCTION 
he pace of growth in India's manufacturing sector improved to a four-month high in January, climbing into expansion territory after the contraction seen 

at the end of last year. The seasonally Manufacturing production Managers' Index (PMI) posted a reading of 51.1 in January, compared with 49.1 in De-

cember, data released on Monday showed. A reading above 50 denotes expansion. 

Data showed that levels of production and total new business registered mild increases following contractions in the prior survey month. The consumer goods 

sub-sector remained the principal growth engine at the start of the year, seeing substantial expansions of both output and new orders. In contrast, producers of 

investment goods saw a fall in output and new orders, while production volumes stagnated in the intermediate goods category. 

Moreover, the levels of incoming new export business has now risen in each of the past 28 months. Although there was some job creation in January, the survey 

noted that this increase was insufficient to reduce the pressure on manufacturers' capacity. 

"The opening month of 2016 saw a rebound in new business - from both domestic and external clients - leading manufacturers in India to scale up output following 

a short-lived downturn recorded in December,” said Pollyanna De Lima, economist at Market, the agency that compiles the index. "Whereas the trends in the 

growth rates are relatively weak in comparison with the long-run series averages, January's PMI data paints a brighter picture of the Indian economy." In its 

outlook, the survey indicated an unchanged repo rate at 6.75% by the Reserve Bank of India in its policy review on Tuesday, even though the central bank is likely 

to continue its monetary policy loosening cycle in 2016.  

 

OBJECTIVES OF THE STUDY 
1. To study the long-run relationship of monetary policy Key rates with PMI. 

2. To know the monetary policy key rates influence on PMI. 

3. To study the PMI impact on IIP and GDP. 

4. To predict the future moment of IIP and gold price based on PMI. 

 

REVIEW OF LITERATURE 
Robert Killins (2016) 
This paper investigates the reaction of equity and volatility indices in the U.S. and Canada to changes in monetary policy by each respective country. The results 

confirm previous literature that suggests contractionary changes in monetary policy in the U.S. results in downward pressure on U.S. equity indices. Additionally, 

this research finds that monetary policy changes do not have any significant impact on the volatility index in the U.S. (VIX). The results from the Canadian data 

show a much different picture. Contractionary changes of monetary policy in both Canada and the U.S. seem to drive Canadian equity markets in an upward 

manner. These monetary policy shocks also have a significant impact on volatility indices in Canada. This research documents the dynamic relationship monetary 

policy has on equity markets in the U.S. and Canada. 

Reinder Haitsma, Deren Unalmis & Jakob de Haan (2016) 
Using an event study method, we examine how stock markets respond to the policies of the European Central Bank during 1999-2015. We use market prices of 

futures (government bonds) to identify surprises in (un)conventional monetary policy. Our results suggest that especially unconventional monetary policy surprises 

affect the EURO STOXX 50 index. We also find evidence for the credit channel, notably for unconventional monetary policy surprises. Our results also suggest that 

value and past loser stocks show a larger reaction to monetary policy surprises. These results are confirmed if identification of monetary policy surprises is based 

on the Rigobon-Sack heteroscedasticity approach. 

Owolabi A. Usman, Ph. D. (2014) 
The study empirically examines the impact of monetary policy on industrial growth in Nigerian economy, in line with the objectives of this study, secondary data 

were obtained from central bank of Nigeria statistical bulletin covering the period of 1970 to 2010. In concluding the analysis, multiple regressions were employed 

to analyze data on such variables, manufacturing output, Treasury Bills, Deposit & leading and Rediscount Rate for Nigeria over the period 1970 to 2010 were all 

found have significant effects on the industrial Growth with the Adjusted R2 of 0.8156 (81.56%) Following the outcome of this study, it is therefore concluded that 

Rediscount Rate, and Deposit have significant positive effect on industrial output but Treasury Bills has the negative impact on industrial output. All the variables 

are statistically significant. It is order to improve economic growth; it is recommended that government should develop the industrial sectors of the economy 

through its capital expenditure. With this, capital expenditure on productive activities and social overheads capital will contribute positively to industrial growth 

which will invariably enhance economic growth. 

Yong Ma & Xingkai Lin (2016) 
This paper investigates the relationship between financial development and the effectiveness of monetary policy using panel data from 41 economies. The results 

show that the effects of monetary policy on output and inflation are significantly and negatively correlated with financial development, indicating that the effec-

tiveness of monetary policy declines as the financial system becomes more developed. This finding is robust across all the different specifications and estimation 

methods examined. Our paper provides new evidence and insights to the long-standing debate on the relationship between financial development and the effec-

tiveness of monetary policy. 

Jean Boivin, Marc Giannoni & Ilian Mihov (2007) 
This paper disentangles fluctuations in disaggregated prices due to macroeconomic and sectoral conditions using a factor-augmented vector auto regression 

estimated on a large data set. On the basis of this estimation, we establish eight facts: (1) Macroeconomic shocks explain only about 15% of sectoral inflation 

fluctuations;(2) The persistence of sectoral inflation is driven by macroeconomic factors; (3) While disaggregated prices respond quickly to sector-specific shocks, 

T 
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their responses to aggregate shocks are small on impact and larger thereafter; (4) Most prices respond with a significant delay to identified monetary policy shocks, 

and show little evidence of a "price puzzle," contrary to existing studies based on traditional VARs; (5) Categories in which consumer prices fall the most following 

a monetary policy shock tend to be those in which quantities consumed fall the least; (6) The observed dispersion in the reaction of producer prices is relatively 

well explained by the degree of market power; (7) Prices in sectors with volatile idiosyncratic shocks react rapidly to aggregate monetary policy shocks; (8) The 

sector-specific components of prices and quantities move in opposite directions. 

Imoughele lawrence ehikioya (2014) 
Monetary policy is one of the macroeconomic instruments with which monetary authority in a country employed in the management of their economy to attained 

fundamental objectives of price stability, maintenance of balance of payments equilibrium, and promotion of employment, output growth and sustainable devel-

opment. These objectives are necessary for the attainment of internal and external balance of value of money and promotion of long run growth of the real 

economic sectors such as the manufacturing sector. It is against this background, that this study examines the impact of monetary policy on Nigeria’s manufacturing 

sector performance for the period 1986- 2012. Data were collected from the Statistical Bulletin and Annual Report and Statement of Accounts of the Central Bank 

of Nigeria as well as the Annual Abstracts of statistics (various issues) published by the National Bureau of Statistics (NBS). Unit root test, Granger Causality test, 

co integration and VAR model were some of the econometrics techniques used for data estimation. Augmented Dickey Fuller (ADF) test statistic revealed that the 

time series properties of the variables attained stationarity at level and first order. The variables were co integrated at most 2 with at least 3 co integrating 

equations. The individual variables: external reserve, exchange rate and inflation rate were statistically significant to manufacturing sector output while broad 

money supply and interest rate were not statistically significant to manufacturing sector output in the previous and current year. However, interest rate, exchange 

rate and external reserve impacted negatively on the sector output but broad money supply and inflation rate affect the sector positively. The pair-wise Granger 

Causality results suggest that real exchange rate and external reserves granger cause Nigeria’s manufacturing output to each other unidirectional. The paper also 

found that the manufacturing sector contribute insignificantly to the Nigerian economy. Therefore, the study recommended among others that monetary authority 

should create and implement monetary policies that favored efficient provider of favorable investment climate by facilitating the emergency of market based 

interest rate and exchange rate regimes that attract both domestic and foreign investment to the manufacturing industrial sector that are currently operating far 

below installed capacity. However, in order to maintain and exploit the current investment climate, the Central Bank of Nigeria should introduce more monetary 

instruments that are flexible enough to meet the supply and demands needs of the manufacturing sector. 

Anamika Singh (2014) 
The study of monetary policy impact on market volatility has been done by considering 15 years data. Monetary policy is the fixed event where market will wait 

to take fix direction based on the policy rates changes. CRR and SLR are the two key liquid rates playing vital role in controlling of liquidity in India. This analysis 

had proven that IIP influenced by changes of CRR. Interest rates found to be non-significant when it comes to be NIFTY volatility. Augmented Dickey Fuller Test 

(ADF) has been applied for the stationary of the data which were averaged yearly. Arch model had proven that NIFTY volatility is getting influenced whenever 

monetary policy announced. This analysis is useful for the traders, investors, pension funds, mutual funds, portfolio managers and investment bankers. 

Himani (2014) 
In every country government takes some actions in Economic field that cover the systems for setting Interest Rates & Government Budget as well as labor market, 

National ownership & many other areas of government interventions into the Economy. Such policies are often influenced by International Institutions like IMF or 

World Bank as well as political beliefs & consequent policies of parties. There are many types of Economic policy. A few examples of the kind of economic policies 

that exist include: Macro Economic Stabilization Policy, Individual Policy, Fiscal Policy and Monetary Policy. 

Irfan Hameed and Amen Ume (2011) 
This research article focuses on the impact of Monetary Policy on GDP. GDP no doubt is affected by the Monetary Policy of the state. The research papers of 

various authors have been studied in this regard to prove the Hypothesis and after in depth analysis by applying Regression Analysis technique it has been observed 

that the relationship between the two exists. The data of past 30 years of Pakistan has been used for driving the conclusion. The study proved that the interest 

rate has minor relationship with GDP but the Growth in Money Supply greatly affects the GDP of an economy, obviously various unknown factors also affects the 

GDP. Growth in Money Supply has a huge impact on GDP. The Research study can further be used for developmental projects for the Growth of Economy, Quality 

improvements, Household production, the underground economy, Health and life expectancy, the environment, Political immunity and ethnic justice. 

Georgios Chortareas & Christos Mavrodimitrakis (2016) 
We consider the ability of monetary policy to fully stabilize pure demand shocks in a monetary union with strategically acting fiscal authorities. We show that 

when one national fiscal authority enjoys a strategic advantage over the other and fiscal policy can directly affect inflation, monetary policy cannot fully stabilize 

pure demand shocks at the union level, unless they are common. Moreover, we characterize a situation where country specific fiscal policies diverge, being 

counter-cyclical for one country and pro-cyclical for the other, for high enough values of the direct effect of fiscal policy on the inflation parameter. The coordina-

tion of national fiscal policies becomes desirable for the union central bank. 
Ben S. Bernanke & Jean Boivin (2003) 
Structural vector auto regressions (VARs) are widely used to trace out the effect of monetary policy innovations on the economy. However, the sparse information 

sets typically used in these empirical models lead to at least two potential problems with the results. First, to the extent that central banks and the private sector 

have information not reflected in the VAR, the measurement of policy innovations is likely to be contaminated. A second problem is that impulse responses can 

be observed only for the included variables, which generally constitute only a small subset of the variables that the researcher and policymaker care about. In this 

paper, we investigate one potential solution to this limited information problem, which combines the standard structural VAR analysis with recent developments 

in factor analysis for large data sets. We find that the information that our factor-augmented VAR (FAVAR) methodology exploits is indeed important to properly 

identify the monetary transmission mechanism. Overall, our results provide a comprehensive and coherent picture of the effect of monetary policy on the econ-

omy. 

 

NEED OF THE STUDY 
Monetary policy aim is to manage the liquidity in order to fuel the growth of the country by controlling the key economic factors. Production manager index is the 

future production estimation index through which country growth momentum can be identified. Central bank decisions will have impact on IIP which gives the 

monthly production activity. Many research papers focused on IIP but no research has been found in future production activity influenced by the central bank 

monetary policy. 

 

SCOPE OF THE STUDY 
The present analyses has considered the data from the year 2012 to 2016. 

In this study all the variables where converted into stationary and the same are as per following: 

• Repo rates 

• Reverse Repo rates 

• Inflation 

• Gold price  

• SLR (Statutory Liquidity Ratio) 

• PLR (Prime Lending Rate) 

• PMI (Production Manager Index) 

• CRR (Cash Reserve Ratio) 
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• IIP (Index Of Industrial Production) 

• GDP (Gross Domestic Product) 

 

RESEARCH METHODOLOGY 
TOOLS FOR ANALYSIS 
AUTO REGRESSIVE DISTRIBUTED LAG (ADRL) METHOD 
In statistics and econometrics, a distributed lag model is a model for time series data in which a regression equation is used to predict current values of 

a dependent variable based on both the current values of an explanatory and the lagged (past period) values of this explanatory variable. 

yt = a + woxt + w1xt-1 + w2xt-2 + … + error term 

or the form 

yt = a + woxt + w1xt-1 + w2xt-2 + … + wnxt-n +error term,  

where yt is the value at time period t of the dependent variable y, a is the intercept term to be estimated, and wi is called the lag weight (also to be estimated) 

placed on the value i periods previously of the explanatory variable x. In the first equation, the dependent variable is assumed to be affected by values of the 

independent variable arbitrarily far in the past, so the number of lag weights is infinite and the model is called an infinite distributed lag model. In the alternative, 

second, equation, there are only a finite number of lag weights, indicating an assumption that there is a maximum lag beyond which values of the independent 

variable do not affect the dependent variable; a model based on this assumption is called a finite distributed lag model. 

In an infinite distributed lag model, an infinite number of lag weights need to be estimated; clearly this can be done only if some structure is assumed for the 

relation between the various lag weights, with the entire infinitude of them expressible in terms of a finite number of assumed underlying parameters. In a finite 

distributed lag model, the parameters could be directly estimated by ordinary least squares (assuming the number of data points sufficiently exceeds the number 

of lag weights); nevertheless, such estimation may give very imprecise results due to extreme multicollinearity among the various lagged values of the independent 

variable, so again it may be necessary to assume some structure for the relation between the various lag weights. 

JOHANSEN TEST 
In statistics, the Johansen test, named after Soren Johansen, is a procedure for testing co-integration of several, I(1)time series. This test permits more than one 

co-integrating relationship so is more generally applicable than the Engle–Granger test which is based on the Dickey–Fuller (or the augmented) test for unit roots 

in the residuals from a single (estimated) co-integrating relationship 

There are two types of Johansen test, either with trace or with eigenvalue, and the inferences might be a little bit different. The null hypothesis for the trace test 

is that the number of cointegration vectors is r=r*<k, vs. the alternative that r=k. Testing proceeds sequentially for r*=1,2, etc. and the first non-rejection of the 

null is taken as an estimate of r. The null hypothesis for the "maximum eigenvalue" test is as for the trace test but the alternative is r=r*+1 and, again, testing 

proceeds sequentially for r*=1,2, etc., with the first non-rejection used as an estimator for r. 

Just like a unit root test, there can be a constant term, a trend term, both, or neither in the model. For a general VAR(p) model: 

 
There are two possible specifications for error correction: that is, two VECM (vector error correction models): 

1. The longrun VECM: 

 
Where 

 
2. The transitory VECM: 

 
Where 

 
Be aware that the two are the same. In both VECM (Vector Error Correction Model), 

 
Inferences are drawn on Π, and they will be the same, so is the explanatory power. 

GRANGER CAUSALITY 
The Granger causality test is a statistical hypothesis test for determining whether one time series is useful in forecasting another, first proposed in 1969. Ordinar-

ily, regressions reflect "mere" correlations, but Clive Granger argued that causality in economics could be tested for by measuring the ability to predict the future 

values of a time series using prior values of another time series. Since the question of "true causality" is deeply philosophical, and because of the post hoc ergo 

propter hoc fallacy of assuming that one thing preceding another can be used as a proof of causation, econometricians assert that the Granger test finds only 

"predictive causality". 

A time series X is said to Granger-cause Y if it can be shown, usually through a series of t-tests and F-tests on lagged values of X (and with lagged values of Y also 

included), that those X values provide statistically significant information about future values of Y. 

Granger also stressed that some studies using "Granger causality" testing in areas outside economics reached "ridiculous" conclusions. "Of course, many ridiculous 

papers appeared", he said in his Nobel lecture. However, it remains a popular method for causality analysis in time series due to its computational simplicity. The 

original definition of Granger causality does not account for latent confounding effects and does not capture instantaneous and non-linear causal relationships, 

though several extensions have been proposed to address these issues. 
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FIG. 1 

 
Granger defined the causality relationship based on two principles: 

1. The cause happens prior to its effect. 

2. The cause has unique information about the future values of its effect. 

Given these two assumptions about causality, Granger proposed to test the following hypothesis for identification of a causal effect of X on Y : 

 

where P refers to probability, A is an arbitrary non-empty set, and  and  respectively denote the information available as of time t in the entire 

universe, and that in the modified universe in which X is excluded. If the above hypothesis is accepted, we say that X Granger-causes Y. 

TWO WAY ANNOVA 
In statistics, the two-way analysis of variance (ANOVA) is an extension of the one-way ANOVA that examines the influence of two differ-

ent categorical independent variables on one continuous dependent variable. The two-way ANOVA not only aims at assessing the main effect of each independent 

variable but also if there is any interaction between them. 

DATA SET 

 
MODEL 
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VAR MODEL 
Vector autoregression (VAR) is an econometric model used to capture the linear interdependencies among multiple time series. VAR models generalize the uni-

variate autoregressive model (AR model) by allowing for more than one evolving variable. All variables in a VAR enter the model in the same way: each variable 

has an equation explaining its evolution based on its own lags and the lags of the other model variables. VAR modeling does not require as much knowledge about 

the forces influencing a variable as do structural models with simultaneous equations: The only prior knowledge required is a list of variables which can be hy-

pothesized to affect each other intertemporally. 

A VAR model describes the evolution of a set of k variables (called endogenous variables) over the same sample period (t = 1,...,T) as a linear function of only their 

past values. The variables are collected in a k × 1 vectoryt, which has as the ith element, yi,t, the observation at time "t" of the ith variable. For example, if the ith 

variable is GDP, then yi,t is the value of GDP at time t. 

A p-th order VAR, denoted VAR(p) 

Formula 

 
CALCULATIONS 
Collected Data 

TABLE 1 

Month Year PMI PLR Inflation Repo rates Reverse repo rates CRR SLR GOLD GDP IIP 

Apr 2012 54.9 10.75 10.21  8 7 4.75 24 17390293 1.267973 188.65 

May 2012 54.8 10.5 10.16  8 7 4.75 24 29372177 1.267973 194.55 

Jun 2012 55 10.5 10.05  8 7 4.75 24 29861659 1.267973 193.7167 

Jul 2012 52.9 10.5 9.84  8 7 4.75 24 27455529 1.799113 192.5833 

Aug 2012 52.8 10.5 10.31  8 7 4.75 23 22566645 1.799113 188.35 

Sep 2012 52.8 10.5 9.14  8 7 4.5 23 29445024 1.799113 190.7167 

Oct 2012 52.9 10.5 9.60  8 7 4.5 23 22518401 1.329112 200.65 

Nov 2012 53.6 10.5 9.55  8 7 4.25 23 27475189 1.329112 191.25 

Dec 2012 54.8 10.5 11.17  8 7 4.25 23 24214794 1.329112 202.7 

Jan 2013 53.3 10.5 11.62  7.75 6.75 4.25 23 27770797 1.56012 205.6167 

Feb 2013 54.3 10.5 12.06  7.75 6.75 4 23 24919063 1.56012 205.9667 

Mar 2013 52 10.25 11.44  7.5 6.5 4 23 23043838 1.56012 226.2167 

Apr 2013 51 10.25 10.24  7.5 6.5 4 23 31588018 1.653434 187.75 

May 2013 50.1 10.25 10.68  7.25 6.25 4 23 31858179 1.653434 182.7 

Jun 2013 50.2 10.25 11.06  7.25 6.25 4 23 29393079 1.653434 186.7833 

Jul 2013 50.1 10.25 10.85  7.25 6.25 4 23 19768105 1.645063 196.3833 

Aug 2013 48.5 10.25 10.75  7.25 6.25 4 23 18419356 1.645063 185.7167 

Sep 2013 49.6 9.5 10.70  7.5 6.5 4 23 15445776 1.645063 188.1 

Oct 2013 49.7 8.75 11.06  7.625 6.625 4 23 12834054 1.844664 194.3 

Nov 2013 51.3 8.75 11.47  7.75 6.75 4 23 10721733 1.844664 179.7 

Dec 2013 50.8 10.25 9.13  7.75 6.75 4 23 10623616 1.844664 195.5167 

Jan 2014 51.3 10.25 7.24  8 7 4 23 11266943 1.532241 203.0333 

Feb 2014 52.6 10.25 6.73  8 7 4 23 8958410 1.532241 192.6167 

Mar 2014 51.3 10.25 6.70  8 7 4 23 10864836 1.532241 215.7667 

Apr 2014 51.2 10.25 7.08  8 7 4 23 7691112 1.938651 189.4667 

May 2014 51.4 10.25 7.02  8 7 4 23 8735641 1.938651 191.1667 

Jun 2014 51.5 10.25 6.49  8 7 4 22.5 8020296 1.938651 185.5333 

Jul 2014 53 10.25 7.23  8 7 4 22.5 10356115 1.917222 187.55 

Aug 2014 52.4 10.25 6.75  8 7 4 22 7717367 1.917222 175.7833 

Sep 2014 51 10.25 6.30  8 7 4 22 10140085 1.917222 188.7333 

Oct 2014 51.6 10.25 4.98  8 7 4 22 7506124 1.542313 170.9 

Nov 2014 53.3 10.25 4.12  8 7 4 22 10053571 1.542313 181.5 

Dec 2014 54.5 10.25 5.86  8 7 4 22 9356017 1.542313 198.3167 

Jan 2015 52.9 10.25 7.17  7.75 6.75 4 22 10846907 1.698012 206.3167 

Feb 2015 51.2 10.25 6.30  7.75 6.75 4 21.5 8414733 1.698012 200.2167 

Mar 2015 52.1 10.25 6.28  7.75 6.5 4 21.5 9967725 1.698012 220.1667 

Apr 2015 51.2 10.25 5.79  7.75 6.5 4 21.5 7381059 1.955176 195.2667 

May 2015 52.4 10 5.74  7.75 6.5 4 21.5 7863679 1.955176 191.7167 

Jun 2015 51.3 10 6.10  7.25 6.25 4 21.5 7157999 1.955176 194.65 

Jul 2015 52.6 10 4.37  7.25 6.25 4 21.5 9494957 1.898831 197.0833 

Aug 2015 52.3 10 4.35  7.25 6.25 4 21.5 9880286 1.898831 192.9167 

Sep 2015 51.2 10 5.14  6.75 5.75 4 21.5 9160210 1.898831 197.5833 

Oct 2015 50.8 9.95 6.32  6.75 5.75 4 21.5 8469180 1.842798 199.1833 

Nov 2015 50.3 9.7 6.72  6.75 5.75 4 21.5 7548431 1.842798 173.8833 

Dec 2015 49.1 9.7 6.32  6.75 5.75 4 21.5 7854824 1.842798 196.5 

Jan 2016 51.1 9.7 5.91  6.75 5.75 4 21.5 9292779 2.113006 199.6167 

Feb 2016 51.1 9.7 5.53  6.75 5.75 4 21.5 12746101 2.113006 202 

Mar 2016 52.4 9.7 5.51  6.75 5.75 4 21.5 13095677 2.113006 216.55 

Comparison & Interpretation  
� To study the long-run relationship of monetary policy Key rates with PMI. To calculate this, the formula used is Auto Regressive Distributed lag Method 

 
or the form 
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Using the Key rates and PMI apply this formula in the E-views we get the below result. 

 
TABLE 3 

 
Interpretation: The above table depicts the auto regressive distributed lag methodology to measure the long run association of PMI with monitory policy key 

rates. The study result reveals that production manager index is having long and also short run association with all the key policy rates because the coefficient 

values were observed negative in 4 lags. 

� To know the monetary policy key rates influence on PMI. 

To calculate this, the formula used is Johansson co integration test. 

 
Using the Key rates and PMI apply this formula in the E-views we get the below result. 

 

TABLE 4 

 
Interpretation: The above analysis of Johansen co integration been applied between the monetary policy key rates and PMI. The Johansen co integration test 

results reveals that the log likelihood values in both non linear and quadratic intercept trend values found to be increasing mode in both Alpha levels and hence 

the data is said to be co integrated. 
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� The below result is found by using granger causality test. 

Formula for granger causality test is 

 
and the values used are monetary policy key rates and PMI 

TABLE 5 

 
Interpretation:- The above analysis of Granger causality test has been applied and the null hypothesis results reveals that CRR, repo rate, reverse repo rate and 

SLR P values were found to be non significant because P values were observed more than more than 0.05. Hence the alternative hypothesis H1 has been accepted 

all the monetary policy key rate of CRR, repo rate, reverse repo rate and SLR influencing the PMI. 

� To study the PMI impact on IIP and GDP. 

To calculate this, the formula used is 2 way Annova. 

Using the Key rates, IIP and GDP apply this formula in the SPSS we get the below result. 

 
TABLE 6 

 
Interpretation:- The above table of linear regression model result reveals that GDP is influenced by the PMI because the probability value is found to be significant 

as the key value is 0.01 which is less than 0.05 the IP probability value with PMI is observed to be non significant because the P value is 0.909 greater than 0.05 

hence the PMI is not influencing the IIP during the analysis period. 

FIG. 1 
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Interpretation:- The above graph of linear regression trend line with GDP and PMI shows that the influence of these two variables is observed in the middle period 

as a trend line moved upward and downward in the middle range. 

4. To predict the future moment of IIP and gold price based on PMI. 

FIG. 2 

 
Interpretation: The above polynomial graphs indicate that Universe roots of PMI, AP, gold are fallen inside the circle, which indicates that the data is stated to be 

normally distributed. 

� To calculate this, the formula used is Jarque-bera. 

 
Applying this formula we get the below result 

 

TABLE 7 

 
Interpretation:- The above table of jarque bera test has been applied to find data is normally distributed are not the P value is 0.2773 which is less than 0.5 for 

the joint component. Hence the Data stated to be normally distributed. 

� To calculate this, the formula used is Vector auto regression model(VAR). 

 
Applying this formula we get the below result.  

TABLE 8 

 
Interpretation:- The above table of VAR model has been applied to predict the future movement based on PMI the analysis result reveals that the IIP is expected 

to go down in the near future because Coefficient value is -2.2134 the gold price is expected to go up is found to be positive. 

� To calculate this, the formula used is T-test. 

 
Applying this formula we get the below result.  
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ONE-SAMPLE STATISTICS 
TABLE 9 

 
ONE-SAMPLE TEST 

TABLE 10 

 
Interpretation:- The above table of one sample t-test depicts the significant change between the variables the mean difference has been observed between upper 

and lower confidence of internal of 95% all the P values per IIP,GDP and PMI is found to be significant.Hence the analysis proved that all the three variables 

influence change has been found. 

 

LIMITATIONS OF THE STUDY 
1. The PMI data is available from 2012 onwards in India so the analysis has been Limited only for 4 years the production activity depends on overall economy 

which is vast hence the output of this study may not give the perfect picture. 

2. IIP data calculation methodology has been changed in the year 2012.But in the base year 2004 and 2005 has considered. 

3. Consumer Non-durable data has not been considered in IIP data calculation. 

4. CPI calculated Inflation data has been considered for the study. 

 

FINDINGS 
1. It has been found all the key monetary policy rates are influencing the PMI during analysis period. 

2. The linear regression model found that PMI is having influence on GDP but it had failed to influence IIP. 

3. The study observed that PMI is predicted to go down side in the near future based on PMI but the gold price expected to go up. 

 

SUGGESTION 
1. The studies suggest that GDP is expected to go down side based on PMI. Hence, there is a need to focus on manufacturing sector so that GDP growth will 

not be effected.  

2. Many countries central banks are offering interest rates on CRR but in India RBI are not offering interest rate but banks are paying interest to the deposit 

holders. The study suggests offering interest rate to the banks on CRR. 

3. Raise of inflation may dampen the GDP growth rate, hence the study suggest the RBI to manage the monetary policy to keep the control on inflation. 

4. There is a need to decrease the SLR further down to easy off the liquidity in the system so that growth rate will not be effected due to tight liquidity. 

 

CONCLUSION 
This study has been concluded for the title monetary policy impact on PMI. The production manager index information gives the overall industrial production 

activities so that future outputs can be analyzed. Production activity plays a crucial role in growth of economy but due to uncertainty in the system liquidity crunch 

may take place. In order to maintain the momentum of economy monetary policy will act as life line. The RBI monetary policy key rates will be targeted towards 

IIP and PMI by maintaining the liquidity but production manager index will be the base to take the decision so that economy Momentum will continue smoothly. 

The present study has been done how monetary policy is influencing the PMI and its associate economic variables and observed that the PMI is getting influenced 

by the key policy rates hence there is a further scope to do research in the area by considering external factors influence on PMI So that industrial output will be 

predicted in the proper way. 
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