
VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

 A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 
Indexed & Listed at:  

Ulrich's Periodicals Directory ©, ProQuest, U.S.A., Cabell’s Directories of Publishing Opportunities, U.S.A., Google Scholar, 

Indian Citation Index (ICI), J-Gage, India [link of the same is duly available at Inflibnet of University Grants Commission (U.G.C.)],  

Index Copernicus Publishers Panel, Poland with IC Value of 5.09 (2012) & number of libraries all around the world. 

Circulated all over the world & Google has verified that scholars of more than 6408 Cities in 196 countries/territories are visiting our journal on regular basis. 

Ground Floor, Building No. 1041-C-1, Devi Bhawan Bazar, JAGADHRI – 135 003, Yamunanagar, Haryana, INDIA 

http://ijrcm.org.in/ 

 

 

http://ijrcm.org.in/


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

ii 

CONTENTS 
 

 

 

 

 

 

 

 

 

 

 

 

Sr. 

No. 

 

TITLE & NAME OF THE AUTHOR (S) 
Page 

No. 

1. EFFECT OF CREDIT RISK MANAGEMENT ON FINANCIAL PERFORMANCE: AN 

EMPIRICAL STUDY OF NEPALESE COMMERCIAL BANKS 

Dr. BISHNU PRASAD BHATTARAI 

1 

2. INNOVATIONS IN MARKET SEGMENTATION: A REVIEW 

AMANDEEP SINGH & ASHU JAIN 

7 

3. A CRITICAL ANALYSIS OF FACTORS INFLUENCING CUSTOMER’S 

PERCEPTION TOWARDS THE INTERNET BANKING 

Dr. GANESH MAYWADE 

11 

4. NEED OF DESIGN THINKING AND INNOVATION IN BUSINESS 

ENVIRONMENT 

AARUSHI JAIN 

14 

5. A STUDY ON THE IMPACT OF RERA ACT ON CUSTOMERS AT SHUSHMITHA 

SOUTHERN HOUSING, CHENNAI 

SHUSHMITHA.R 

19 

 REQUEST FOR FEEDBACK & DISCLAIMER 21 

 
  

http://ijrcm.org.in/


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

iii 

FOUNDER PATRON 
Late Sh. RAM BHAJAN AGGARWAL 

Former State Minister for Home & Tourism, Government of Haryana 
Former Vice-President, Dadri Education Society, Charkhi Dadri 
Former President, Chinar Syntex Ltd. (Textile Mills), Bhiwani 

 

CO-ORDINATOR 
Dr. BHAVET 

Former Faculty, Shree Ram Institute of Engineering & Technology, Urjani 
 

ADVISOR 
Prof. S. L. MAHANDRU 

Principal (Retd.), Maharaja Agrasen College, Jagadhri 
 

EDITOR 
Dr. NAWAB ALI KHAN 

Professor & Dean, Faculty of Commerce, Aligarh Muslim University, Aligarh, U.P. 
 

CO-EDITOR 
Dr. G. BRINDHA 

Professor & Head, Dr.M.G.R. Educational & Research Institute (Deemed to be University), Chennai 
 

EDITORIAL ADVISORY BOARD 
Dr. TEGUH WIDODO 

Dean, Faculty of Applied Science, Telkom University, Bandung Technoplex, Jl. Telekomunikasi, Indonesia 
Dr. M. S. SENAM RAJU 

Professor, School of Management Studies, I.G.N.O.U., New Delhi 
Dr. JOSÉ G. VARGAS-HERNÁNDEZ 

Research Professor, University Center for Economic & Managerial Sciences, University of Guadalajara, Gua-
dalajara, Mexico 

Dr. CHRISTIAN EHIOBUCHE 
Professor of Global Business/Management, Larry L Luing School of Business, Berkeley College, USA 

Dr. SIKANDER KUMAR 
Vice Chancellor, Himachal Pradesh University, Shimla, Himachal Pradesh 

Dr. BOYINA RUPINI 
Director, School of ITS, Indira Gandhi National Open University, New Delhi 

Dr. MIKE AMUHAYA IRAVO 
Principal, Jomo Kenyatta University of Agriculture & Tech., Westlands Campus, Nairobi-Kenya 

Dr. SANJIV MITTAL 
Professor & Dean, University School of Management Studies, GGS Indraprastha University, Delhi 

Dr. D. S. CHAUBEY 
Professor & Dean (Research & Studies), Uttaranchal University, Dehradun 

Dr. A SAJEEVAN RAO 
Professor & Director, Accurate Institute of Advanced Management, Greater Noida  

Dr. NEPOMUCENO TIU 
Chief Librarian & Professor, Lyceum of the Philippines University, Laguna, Philippines 

Dr. RAJENDER GUPTA 
Convener, Board of Studies in Economics, University of Jammu, Jammu 

Dr. KAUP MOHAMED 
Dean & Managing Director, London American City College/ICBEST, United Arab Emirates 

http://ijrcm.org.in/


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

iv 

Dr. DHANANJOY RAKSHIT 
Dean, Faculty Council of PG Studies in Commerce and Professor & Head, Department of Commerce, Sidho-

Kanho-Birsha University, Purulia 
Dr. SHIB SHANKAR ROY 

Professor, Department of Marketing, University of Rajshahi, Rajshahi, Bangladesh 
Dr. S. P. TIWARI 

Head, Department of Economics & Rural Development, Dr. Ram Manohar Lohia Avadh University, Faizabad 
Dr. SRINIVAS MADISHETTI 

Professor, School of Business, Mzumbe University, Tanzania 
Dr. ABHAY BANSAL 

Head, Department of Information Technology, Amity School of Engg. & Tech., Amity University, Noida 
Dr. ARAMIDE OLUFEMI KUNLE 

Dean, Department of General Studies, The Polytechnic, Ibadan, Nigeria 
Dr. ANIL CHANDHOK 

Professor, University School of Business, Chandigarh University, Gharuan 
RODRECK CHIRAU 

Associate Professor, Botho University, Francistown, Botswana 
Dr. OKAN VELI ŞAFAKLI 

Professor & Dean, European University of Lefke, Lefke, Cyprus 
PARVEEN KHURANA 

Associate Professor, Mukand Lal National College, Yamuna Nagar 
Dr. KEVIN LOW LOCK TENG 

Associate Professor, Deputy Dean, Universiti Tunku Abdul Rahman, Kampar, Perak, Malaysia 
Dr. BORIS MILOVIC 

Associate Professor, Faculty of Sport, Union Nikola Tesla University, Belgrade, Serbia 
SHASHI KHURANA 

Associate Professor, S. M. S. Khalsa Lubana Girls College, Barara, Ambala 
Dr. IQBAL THONSE HAWALDAR 

Associate Professor, College of Business Administration, Kingdom University, Bahrain 
Dr. DEEPANJANA VARSHNEY 

Associate Professor, Department of Business Administration, King Abdulaziz University, Saudi Arabia 
Dr. MOHENDER KUMAR GUPTA 

Associate Professor, Government College, Hodal 
Dr. BIEMBA MALITI 

Associate Professor, School of Business, The Copperbelt University, Main Campus, Zambia 
Dr. ALEXANDER MOSESOV 

Associate Professor, Kazakh-British Technical University (KBTU), Almaty, Kazakhstan 
Dr. VIVEK CHAWLA 

Associate Professor, Kurukshetra University, Kurukshetra 
Dr. FERIT ÖLÇER 

Professor & Head of Division of Management & Organization, Department of Business Administration, Fac-
ulty of Economics & Business Administration Sciences, Mustafa Kemal University, Turkey 

Dr. ASHOK KUMAR CHAUHAN 
Reader, Department of Economics, Kurukshetra University, Kurukshetra 

Dr. RAJESH MODI 
Faculty, Yanbu Industrial College, Kingdom of Saudi Arabia 

YU-BING WANG 
Faculty, department of Marketing, Feng Chia University, Taichung, Taiwan 

Dr. SAMBHAVNA 
Faculty, I.I.T.M., Delhi 

http://ijrcm.org.in/


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

v 

Dr. KIARASH JAHANPOUR 
Dean of Technology Management Faculty, Farabi Institute of Higher Education, Karaj, Alborz, I.R. Iran 

Dr. TITUS AMODU UMORU 
Professor, Kwara State University, Kwara State, Nigeria 

Dr. SHIVAKUMAR DEENE 
Faculty, Dept. of Commerce, School of Business Studies, Central University of Karnataka, Gulbarga 

Dr. BHAVET 
Former Faculty, Shree Ram Institute of Engineering & Technology, Urjani  

Dr. THAMPOE MANAGALESWARAN 
Faculty, Vavuniya Campus, University of Jaffna, Sri Lanka 

Dr. VIKAS CHOUDHARY 
Faculty, N.I.T. (University), Kurukshetra 

SURAJ GAUDEL 
BBA Program Coordinator, LA GRANDEE International College, Simalchaur - 8, Pokhara, Nepal 

Dr. DILIP KUMAR JHA 
Faculty, Department of Economics, Guru Ghasidas Vishwavidyalaya, Bilaspur  

 

FORMER TECHNICAL ADVISOR 
AMITA 

 

FINANCIAL ADVISORS 
DICKEN GOYAL 

Advocate & Tax Adviser, Panchkula 
NEENA 

Investment Consultant, Chambaghat, Solan, Himachal Pradesh 
 

LEGAL ADVISORS 
JITENDER S. CHAHAL 

Advocate, Punjab & Haryana High Court, Chandigarh U.T. 
CHANDER BHUSHAN SHARMA 

Advocate & Consultant, District Courts, Yamunanagar at Jagadhri 
 

SUPERINTENDENT 
SURENDER KUMAR POONIA 

  

http://ijrcm.org.in/


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

vi 

CALL FOR MANUSCRIPTS 
We invite unpublished novel, original, empirical and high quality research work pertaining to the recent developments & practices in the areas of Com-
puter Science & Applications; Commerce; Business; Finance; Marketing; Human Resource Management; General Management; Banking; Economics; 
Tourism Administration & Management; Education; Law; Library & Information Science; Defence & Strategic Studies; Electronic Science; Corporate Gov-
ernance; Industrial Relations; and emerging paradigms in allied subjects like Accounting; Accounting Information Systems; Accounting Theory & Practice; 
Auditing; Behavioral Accounting; Behavioral Economics; Corporate Finance; Cost Accounting; Econometrics; Economic Development; Economic History; 
Financial Institutions & Markets; Financial Services; Fiscal Policy; Government & Non Profit Accounting; Industrial Organization; International Economics 
& Trade; International Finance; Macro Economics; Micro Economics; Rural Economics; Co-operation; Demography: Development Planning; Development 
Studies; Applied Economics; Development Economics; Business Economics; Monetary Policy; Public Policy Economics; Real Estate; Regional Economics; 
Political Science; Continuing Education; Labour Welfare; Philosophy; Psychology; Sociology; Tax Accounting; Advertising & Promotion Management; 
Management Information Systems (MIS); Business Law; Public Responsibility & Ethics; Communication; Direct Marketing; E-Commerce; Global Business; 
Health Care Administration; Labour Relations & Human Resource Management; Marketing Research; Marketing Theory & Applications; Non-Profit Or-
ganizations; Office Administration/Management; Operations Research/Statistics; Organizational Behavior & Theory; Organizational Development; Pro-
duction/Operations; International Relations; Human Rights & Duties; Public Administration; Population Studies; Purchasing/Materials Management; Re-
tailing; Sales/Selling; Services; Small Business Entrepreneurship; Strategic Management Policy; Technology/Innovation; Tourism & Hospitality; Transpor-
tation Distribution; Algorithms; Artificial Intelligence; Compilers & Translation; Computer Aided Design (CAD); Computer Aided Manufacturing; Computer 
Graphics; Computer Organization & Architecture; Database Structures & Systems; Discrete Structures; Internet; Management Information Systems; Mod-
eling & Simulation; Neural Systems/Neural Networks; Numerical Analysis/Scientific Computing; Object Oriented Programming; Operating Systems; Pro-
gramming Languages; Robotics; Symbolic & Formal Logic; Web Design and emerging paradigms in allied subjects. 

Anybody can submit the soft copy of unpublished novel; original; empirical and high quality research work/manuscript anytime in M.S. Word format 
after preparing the same as per our GUIDELINES FOR SUBMISSION; at our email address i.e. infoijrcm@gmail.com or online by clicking the link online 
submission as given on our website (FOR ONLINE SUBMISSION, CLICK HERE).  

GUIDELINES FOR SUBMISSION OF MANUSCRIPT 
 

1. COVERING LETTER FOR SUBMISSION: 

DATED: _____________ 

 

THE EDITOR 

IJRCM 

 

Subject: SUBMISSION OF MANUSCRIPT IN THE AREA OF______________________________________________________________. 

(e.g. Finance/Mkt./HRM/General Mgt./Engineering/Economics/Computer/IT/ Education/Psychology/Law/Math/other, please 

specify) 

 

DEAR SIR/MADAM 

Please find my submission of manuscript titled ‘___________________________________________’ for likely publication in one of 

your journals. 

I hereby affirm that the contents of this manuscript are original. Furthermore, it has neither been published anywhere in any language 

fully or partly, nor it is under review for publication elsewhere. 

I affirm that all the co-authors of this manuscript have seen the submitted version of the manuscript and have agreed to inclusion of 

their names as co-authors. 

Also, if my/our manuscript is accepted, I agree to comply with the formalities as given on the website of the journal. The Journal has 

discretion to publish our contribution in any of its journals. 

 

NAME OF CORRESPONDING AUTHOR     : 

Designation/Post*       : 

Institution/College/University with full address & Pin Code   : 

Residential address with Pin Code     : 

Mobile Number (s) with country ISD code    : 

Is WhatsApp or Viber active on your above noted Mobile Number (Yes/No) : 

Landline Number (s) with country ISD code    : 

E-mail Address       : 

Alternate E-mail Address      : 

Nationality        : 

* i.e. Alumnus (Male Alumni), Alumna (Female Alumni), Student, Research Scholar (M. Phil), Research Scholar (Ph. D.), JRF, Research Assistant, Assistant 

Lecturer, Lecturer, Senior Lecturer, Junior Assistant Professor, Assistant Professor, Senior Assistant Professor, Co-ordinator, Reader, Associate Profes-

sor, Professor, Head, Vice-Principal, Dy. Director, Principal, Director, Dean, President, Vice Chancellor, Industry Designation etc. The qualification of 

author is not acceptable for the purpose. 

http://ijrcm.org.in/
mailto:infoijrcm@gmail.com
http://ijrcm.org.in/online_submission.php


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

vii 

 

NOTES: 

a) The whole manuscript has to be in ONE MS WORD FILE only, which will start from the covering letter, inside the manuscript. pdf. 

version is liable to be rejected without any consideration. 

b) The sender is required to mention the following in the SUBJECT COLUMN of the mail:  

New Manuscript for Review in the area of (e.g. Finance/Marketing/HRM/General Mgt./Engineering/Economics/Computer/IT/ 

Education/Psychology/Law/Math/other, please specify) 

c) There is no need to give any text in the body of the mail, except the cases where the author wishes to give any specific message 

w.r.t. to the manuscript. 

d) The total size of the file containing the manuscript is expected to be below 1000 KB. 

e) Only the Abstract will not be considered for review and the author is required to submit the complete manuscript in the first 

instance. 

f) The journal gives acknowledgement w.r.t. the receipt of every email within twenty-four hours and in case of non-receipt of 

acknowledgment from the journal, w.r.t. the submission of the manuscript, within two days of its submission, the corresponding 

author is required to demand for the same by sending a separate mail to the journal. 

g) The author (s) name or details should not appear anywhere on the body of the manuscript, except on the covering letter and the 

cover page of the manuscript, in the manner as mentioned in the guidelines. 

 

2. MANUSCRIPT TITLE: The title of the paper should be typed in bold letters, centered and fully capitalised. 

3. AUTHOR NAME (S) & AFFILIATIONS: Author (s) name, designation, affiliation (s), address, mobile/landline number (s), and email/al-

ternate email address should be given underneath the title. 

4. ACKNOWLEDGMENTS: Acknowledgements can be given to reviewers, guides, funding institutions, etc., if any. 

5. ABSTRACT: Abstract should be in fully Italic printing, ranging between 150 to 300 words. The abstract must be informative and eluci-

dating the background, aims, methods, results & conclusion in a SINGLE PARA. Abbreviations must be mentioned in full. 

6. KEYWORDS: Abstract must be followed by a list of keywords, subject to the maximum of five. These should be arranged in alphabetic 

order separated by commas and full stop at the end. All words of the keywords, including the first one should be in small letters, except 

special words e.g. name of the Countries, abbreviations etc.  

7. JEL CODE: Provide the appropriate Journal of Economic Literature Classification System code (s). JEL codes are available at www.aea-

web.org/econlit/jelCodes.php. However, mentioning of JEL Code is not mandatory. 

8. MANUSCRIPT: Manuscript must be in BRITISH ENGLISH prepared on a standard A4 size PORTRAIT SETTING PAPER. It should be free 

from any errors i.e. grammatical, spelling or punctuation. It must be thoroughly edited at your end. 

9. HEADINGS: All the headings must be bold-faced, aligned left and fully capitalised. Leave a blank line before each heading. 

10. SUB-HEADINGS: All the sub-headings must be bold-faced, aligned left and fully capitalised.  

11. MAIN TEXT:  

THE MAIN TEXT SHOULD FOLLOW THE FOLLOWING SEQUENCE: 

 INTRODUCTION 

 REVIEW OF LITERATURE 

 NEED/IMPORTANCE OF THE STUDY 

 STATEMENT OF THE PROBLEM 

 OBJECTIVES 

 HYPOTHESIS (ES) 

 RESEARCH METHODOLOGY 

 RESULTS & DISCUSSION 

 FINDINGS 

 RECOMMENDATIONS/SUGGESTIONS  

 CONCLUSIONS 

 LIMITATIONS 

 SCOPE FOR FURTHER RESEARCH 

 REFERENCES 

 APPENDIX/ANNEXURE 

The manuscript should preferably be in 2000 to 5000 WORDS, But the limits can vary depending on the nature of the manuscript. 

http://ijrcm.org.in/
http://www.aeaweb.org/econlit/jelCodes.php
http://www.aeaweb.org/econlit/jelCodes.php


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

viii 

 

12. FIGURES & TABLES: These should be simple, crystal CLEAR, centered, separately numbered & self-explained, and the titles must be 

above the table/figure. Sources of data should be mentioned below the table/figure. It should be ensured that the tables/figures are 

referred to from the main text.  

13. EQUATIONS/FORMULAE: These should be consecutively numbered in parenthesis, left aligned with equation/formulae number placed 

at the right. The equation editor provided with standard versions of Microsoft Word may be utilised. If any other equation editor is 

utilised, author must confirm that these equations may be viewed and edited in versions of Microsoft Office that does not have the 

editor. 

14. ACRONYMS: These should not be used in the abstract. The use of acronyms is elsewhere is acceptable. Acronyms should be defined 

on its first use in each section e.g. Reserve Bank of India (RBI). Acronyms should be redefined on first use in subsequent sections. 

15. REFERENCES: The list of all references should be alphabetically arranged. The author (s) should mention only the actually utilised 

references in the preparation of manuscript and they may follow Harvard Style of Referencing. Also check to ensure that everything 

that you are including in the reference section is duly cited in the paper. The author (s) are supposed to follow the references as per 

the following: 

 All works cited in the text (including sources for tables and figures) should be listed alphabetically.  

 Use (ed.) for one editor, and (ed.s) for multiple editors.  

 When listing two or more works by one author, use --- (20xx), such as after Kohl (1997), use --- (2001), etc., in chronologically ascending 

order. 

 Indicate (opening and closing) page numbers for articles in journals and for chapters in books.  

 The title of books and journals should be in italic printing. Double quotation marks are used for titles of journal articles, book chapters, 

dissertations, reports, working papers, unpublished material, etc. 

 For titles in a language other than English, provide an English translation in parenthesis. 

 Headers, footers, endnotes and footnotes should not be used in the document. However, you can mention short notes to elucidate 

some specific point, which may be placed in number orders before the references. 

 

PLEASE USE THE FOLLOWING FOR STYLE AND PUNCTUATION IN REFERENCES: 

BOOKS 

 Bowersox, Donald J., Closs, David J., (1996), "Logistical Management." Tata McGraw, Hill, New Delhi.  

 Hunker, H.L. and A.J. Wright (1963), "Factors of Industrial Location in Ohio" Ohio State University, Nigeria.  

CONTRIBUTIONS TO BOOKS  

 Sharma T., Kwatra, G. (2008) Effectiveness of Social Advertising: A Study of Selected Campaigns, Corporate Social Responsibility, Edited 

by David Crowther & Nicholas Capaldi, Ashgate Research Companion to Corporate Social Responsibility, Chapter 15, pp 287-303. 

JOURNAL AND OTHER ARTICLES  

 Schemenner, R.W., Huber, J.C. and Cook, R.L. (1987), "Geographic Differences and the Location of New Manufacturing Facilities," Jour-

nal of Urban Economics, Vol. 21, No. 1, pp. 83-104. 

CONFERENCE PAPERS  

 Garg, Sambhav (2011): "Business Ethics" Paper presented at the Annual International Conference for the All India Management Asso-

ciation, New Delhi, India, 19–23 

UNPUBLISHED DISSERTATIONS  

 Kumar S. (2011): "Customer Value: A Comparative Study of Rural and Urban Customers," Thesis, Kurukshetra University, Kurukshetra. 

ONLINE RESOURCES 

 Always indicate the date that the source was accessed, as online resources are frequently updated or removed.  

WEBSITES 

 Garg, Bhavet (2011): Towards a New Gas Policy, Political Weekly, Viewed on January 01, 2012 http://epw.in/user/viewabstract.jsp 

http://ijrcm.org.in/


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

1 

EFFECT OF CREDIT RISK MANAGEMENT ON FINANCIAL PERFORMANCE: AN EMPIRICAL STUDY OF 
NEPALESE COMMERCIAL BANKS 

 

Dr. BISHNU PRASAD BHATTARAI 
FACULTY MEMBER, PATAN MULTIPLE CAMPUS, TRIBHUVAN UNIVERSITY, LALITPUR; & 

ACADEMIC DIRECTOR & BUSINESS UNIT HEAD 
EXCEL BUSINESS COLLEGE 

KATHMANDU 
 

ABSTRACT 
This study empirically explored the effect of credit risk management on the financial performance of ten listed commercial banks in Nepal for the period, 2011/12-
2017/18. Credit risk management, the independent variable, was surrogated by three parameters- Non-Performing Loan to total Loan Ratio (NPLLR); Non-perform-
ing Loan to total Deposit Ratio (NPLDR) and Capital Adequacy Ratio (CAR). Return on asset (ROA) and Return on equity (ROE) was used as proxies for financial 
performance. Using the ordinary least squares (OLS) regression as data estimation technique, the study revealed that all the three credit risk parameters capital 
adequacy, loans and advances and liquidity have a significant relationship with ROA and ROE. Based on the findings, the study recommended that the management 
of commercial banks should develop rigorous and robust credit policies that will enable banks to effectively assess the creditworthiness of their customers. The 
regulatory agencies should also come up with modern credit risk measurements, identification and control. Prompt and necessary action should also be taken 
against the management of any bank that flouts their credit risk guidelines in order to avoid unpleasant distress in the financial system in Nepalese context. 
 

KEYWORDS 
return on asset, return on equity, capital adequacy ratio, non-performing loan ratio, loans and advances, liquidity. 
 

JEL CODES 
M38, E51, E44, G24. 
 

INTRODUCTION 
erformance evaluation is the important approach for enterprises to give incentive and restraint to their operators and it is an important channel for enter-
prise stakeholders to get the performance information. The performance evaluation of a commercial bank is usually related to how well the bank can use 
its assets, shareholders’ equities and liabilities, revenues and expenses. The performance evaluation of banks is important for all parties including deposi-

tors, investors, bank managers and regulators. Thus, this study is focused towards analyzing how much of impact does the adequate capital and the management 
of credit risk holds in defining the performance of Nepalese banking sectors. It is crucial to know whether this optimism is truly warranted. It is against this backdrop 
that the present study set out to empirically ascertain whether credit risk management and capital requirement have enhanced profitability of Nepalese banks 
(Poudel, 2012). 
Poor asset quality and low levels of liquidity are the two major causes of bank failures and represented as the key risk sources in terms of credit and liquidity risk 
to examine its impact on bank profitability. The study found that credit risk management is an important predictor of banks financial performance. In this study it 
was stated that the degree of impact strongly depends on regulatory environment in which banks operate. The most interesting aspect of the result is the positive 
and significant relationship between capital adequacy and banks financial performance. Liyugi (2007) found negative relationship between credit risk and liquidity 
on banks performance. 
The increase in loan loss provision decreases the profitability whereas increase in total loan and advances increase profitability. The effect of credit risk on bank 
performance measured by the return on assets of banks is cross-sectional invariant. That is, nature and managerial pattern of individual firms do not determine 
the impact. Loan and advances ratio (LA) coefficient exerts most significant positive effect on the profitability across the banking firms (Funso et.al, 2013). 
The capital adequacy ratio is a key measure to determine the health of banks and financial institutions. Capital adequacy refers to the sufficiency of the amount 
of equity to absorb any shocks that the bank may experience. In Nepal the commercial banks need to maintain at least 6 percent Tier-1 capital and 10 percent 
total capital (Tier 1 and Tier 2), that is, core capital and supplementary capital respectively. Tier 1 capital consists of paid-up capital, share premium, non-redeem-
able preference share, general reserve fund, accumulated profit, capital redemption reserve, capital adjustment fund, and other free reserves. The Tier 2 capital 
comprises of capital comprises of general loan loss provision, assets revaluation reserve, hybrid capital instruments, subordinated term loan, exchange equalization 
reserve, excess loan loss provision, and investment adjustment reserve. These minimum capital adequacy requirements are based on the risk-weighted exposures 
of the banks (Etzel, 2010).  
Mostly nonperforming loan to total loan ratio, net nonperforming loan to total loan ratio is used as the indicators of the quality of assets of the commercial banks. 
(Baral, 2005). The maximum NPL allows for a healthy bank is 5 percent. Management quality plays a big role in determining the future of the bank. The management 
has an overview of a bank’s operations, manages the quality of loans and has to ensure that the bank is profitable. Though there are above mentioned studies, 
still there are no such studies using more recent data are available in Nepal.  
In today’s world the performance of commercial bank is affected by many factors. But the major concern of the study here is to understand how the capital 
adequacy and credit risk management influences the overall profitability of the bank. The importance of the capital is to finance the assets as well as to protect 
the long term and short-term creditors who make the fund available to the business. The health of the financial system has important role in the country as its 
failure can disrupt economic development of the country (Das & Ghosh, 2007). Financial performance is company’s ability to generate new resources, from day-
to-day operation over a given period of time and it is gauged by net income and cash from operation. 
Similarly, Capital adequacy is a percentage ratio of a financial institution's primary capital to its assets, used as a measure of its financial strength and stability. A 
ratio that can indicate a bank’s ability to maintain equity capital sufficient to pay depositors whenever they demand their money and still have enough funds to 
increase the bank’s assets through additional lending. 
The remainder of this study is structured as follows: Section two literature review, section three describes statement of the problems, section four objectives of 
the study, section five research methodology, and final section analysis the results and conclusions.  
 

LITERATURE REVIEW 
Furlong and Keeley (1991) concluded that profit maximization, avoidance of bankrupt and their negative externalities on the financial system and incentive to 
increase risky assets. 
Sinkey (1992) argued that the goal of credit risk management is to maximise a bank’s risk adjusted rate of return by maintaining credit risk exposure within 
acceptable parameters. Banks need to manage the credit risk inherent to the entire portfolio as well as the risk in individual credits as transactions.  
Rodrik (1992) has examined a panel of data for 198 banks found consistent evidence that the imposition of banks’ lending rates and thus contributes to lower 
credit growth. The study on credit risk management concluded that high NPLs increase the uncertainty regarding the capital position of the banks and therefore 
limit their access to financing. 

P 
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Robert and Gary (1994) found that net effect of increasing the ratio of substandard credits in the bank’s credit portfolio and decreasing the bank’s profitability, 
the well capitalized banks face lower need to external funding and lower bankruptcy and funding costs, and this advantage translates into profitability. Therefore, 
researches widely posit that the more capital a bank has, the more resistant it will be to failure. 
In the study of Brownbridge (1998) has claimed that the single biggest contributor to the bad loans of many of the failed local banks was insider lending and further 
observed that the second major factor contributing to bank failure were the high interest rates charged to borrowers operating in the high-risk. The study examined 
a panel of data for 201 banks. The research found that impact of high non-performing loans in banks portfolio is reduction in the bank profitability especially when 
it comes to disposals. 
Huzinga (1999) found that a bank should hold adequate capital against these risks and that they are adequately compensated for risks incurred. 
Stoica (2000) has found evidence that the introduction of higher minimum bank capital requirements may well induce an aggregate slowdown of bank credit. 
Barrios and Blanco (2000) found that bank performance and capital adequacy have impact on bank’s profitability. 
Staikouras and Wood (2003) concluded that a long-run relationship between profitability and concentration, capital asset ratio, loan-asset ratio and demand 
deposits-deposits ratio. 
Li Yugi (2007) examined the determinants of bank’s profitability and its implications on risk management practices in the United Kingdom. The study employed 
regression analysis on a time series data between 1999 and 2006. Six measures of determinants of bank’s profitability were employed. They used Liquidity, credit 
and capital as internal determinants of bank’s performance. GDP growth rate, interest rate and inflation rate were used as external determinants of banks profit-
ability. The six variables were combined into one overall composite index of bank’s profitability. Return on Asset (ROA) was used as an indicator of bank’s perfor-
mance. The study found that liquidity and credit risk have negative impact on bank’s profitability. 
Samuel et al. (2013) investigated the relationship between commercial banks’ profitability and credit risk in Ghana by taking into consideration six commercial 
banks in their sample which were chosen using purposive sampling techniques for the period 2005-2009. The study employed secondary data only which were 
obtained from annual financial statements of respective banks for the period under study. The multiple regression models were employed to test the relationship 
which exists between the variables in the model. The ratio of Net profit to equity fund (ROE) were considered as a measure of banks’ profitability and stood as a 
dependent variable in the model. Three ratios which were employed to represent credit risk in the model were (i) Non-performing loan to total loans and advances, 
(ii) Net charge off (impairment) to total loans & advances and (iii) Pre-provision profit to net total loans and advances. The study concluded that credit risk as 
positive and significant relationship with banks’ profitability in Ghana. Their observations implied that as the probability of borrowers to default increases, com-
mercial banks in Ghana realizes more profits. 
Poudel (2013) appraised the impact of the credit risk management in bank’s financial performance in Nepal using time series data from 2001 to 2012. The result 
of the study indicates that credit risk management is an important predictor of bank’s financial performance. It also concluded that commercial banks are not 
giving more focus on credit risk mitigation that could help them to increase their eligible capital components, which is the another cause that some of the com-
mercial bank have lower capital adequacy. Majority of the bankers and experts believe that the present capital adequacy framework prescribed by the central 
bank is adequate and the banks should follow the standards for the betterment of every concerned parties associated directly and indirectly with the performance 
and risks of the banks. 
Jha and Hui (2013) analyzed the financial performance of different ownership structured commercial banks in Nepal based on their financial characteristics and 
identify the determinants of performance exposed by the financial ratios, which were based on CAMEL Model. The study financially analyzed eighteen commercial 
banks for the period 2005 to 2010. In addition, econometric model (multivariate regression analysis) by formulating two regression models was used to estimate 
the impact of bank-specific variables on the financial profitability namely return on assets and return on equity of these banks. Furthermore, the estimation results 
reveal that return on assets was significantly influenced by capital adequacy ratio, interest expenses to total loan and net interest margin, while capital adequacy 
ratio had considerable effect on return on equity. 
Tamimi and Obeidat (2014) conducted a study aimed to identify the most important factors that determine the capital adequacy of commercial banks of Jordan 
in Amman Stock Exchange for the period from 2000 - 2008 using multiple linear regression analysis and the correlation coefficient (Pearson Correlation). There is 
a statistically significant positive correlation between the degree of capital adequacy in commercial banks and the following independent factors: liquidity risk, 
and the rate of return on assets. In another hand, there is an inverse relationship with statistical significance between the degree of capital adequacy of commercial 
banks and factors independent of the following: the rate of return on equity and interest rate risk. There is an inverse relationship is not statistically significant 
between the degree of capital adequacy in commercial banks and factors independent of the following: capital risk, credit risk, and the rate of force-revenue. As 
shown by the results of the study that the independent variables combined with a relatively high effect on the dependent variable and the changes that occur 
within, as the percentage of the interpretation of the independent variables of the dependent variable reached approximately 61 percent. 
In the study conducted by Odunga et al. (2014) have examined the effect of bank specific performance indicators, credit risk and capital adequacy on the operating 
efficiency of commercial banks in Kenya. Specifically, we sought to establish the effect of bank specific credit risk ratios (Net charge off to gross loans ratio, loan 
loss provision to total loans ratio, loan loss provision to equity, loan loss reserves to equity ratio) and capital adequacy ratios (Core capital ratio, risk-based capital 
ratio, total capital ratio and equity capital to total assets ratio) on their operating efficiency. The study adopted an explanatory research design and analysed the 
panel data using Fixed Effects Regression. The results of the study indicated that the previous year operational efficiency and risk based capital ratio positively and 
significantly affected the bank’s operating efficiency.  
Ogboi and Unuafe (2014) conducted a study to find out the impact of credit risk management and capital adequacy on the financial performance of commercial 
banks in Nigeria. The data for the study were obtained from the published financial statement of six out of twenty-one banks operating in Nigeria as at December 
2009. Panel data regression analysis was used to investigate the extent to which credit risk management and capital adequacy affect bank’s financial performance 
in Nigeria in the period 2000 to 2009. The results showed that sound credit risk management and capital adequacy impacted positively on bank’s financial perfor-
mance with the exception of loans and advances which was found to have a negative impact on banks’ profitability in the period under study.  
Ikpefan (2014) examined the extent of the impact of capital adequacy, management and performance of the commercial banks in Nigeria (1986-2006). Capital 
adequacy ratios is found to have a negative impact on earnings. The researcher measured the efficiency of the management and operational expenses and found 
that there is a negative correlation to the return on capital. The implications of this study, among other things, pointed out that sufficient shareholders' funds can 
contribute to the promotion of Nigerian commercial banks,' increase performance and also increase customer confidence, especially after the global financial 
crisis, which has led to huge losses in the Nigerian financial system. 
Samuel, Olausi and Abiola (2015) conducted a study to analyse the impact of credit risk management on the commercial banks performance in Nigeria. The aim 
of this study was to investigate the impact of credit risk management on the performance of commercial banks in Nigeria. Financial reports of seven commercial 
banking firms were used to analyse for seven years. The panel regression model was employed for the estimation of the model. In the model, Return on Equity 
(ROE) and Return on Asset (ROA) were used as the performance indicators while non-performing loans (NPL) and capital adequacy ratio (CAR) as credit risk 
management indicators. The findings revealed that credit risk management has a significant impact on the profitability of commercial banks’ in Nigeria. 
David and Osemwegie (2017) looked at the importance of capital adequacy and its impact on the financial business in the Nigerian banks through GLS estimator 
technique Statements for the period from 2007 to 2016. The application and study proved through empirical evidence the impact of capital adequacy in promoting 
financial business to the banks of Nigeria supporting the overriding impact of capital adequacy in improving the financial deeds of banks. Capital adequacy is closely 
linked to the economic growth of a country. The issue of capital adequacy in banks has gained significant importance under global regulatory changes especially 
in recent years as a result of the increased risks and financial crises they face. The interest of the industrialized countries in the subject of capital adequacy and 
the need to unify their control systems (Basel III), led them to make attempts to strengthen the capacity of global capital and rules. In order to avoid risks and 
transition of liquidity more rules and regulations were set up to reach to a more flexible banking sector and resolve problems. This has created safety margins, 
leverage rates and introduced liquidity risk management indicators to have high quality capital during periods of stress and crisis.  
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Joseph and Tabitha (2017) try to investigate the impact of capital on the financial performance in the context of commercial banks in Kenya. They found that the 
core capital to total risk weighted assets ratio and the total capital to total risk weighted assets ratio decreased for both the Tier I and Tier II banks during the years 
2010 and 2015. Accordingly, both Tier I and Tier II banks upgraded these two ratios at a significantly higher level than the set minimum requirement of 8% and 
12%, respectively. 
Nwude and Okeke (2018) have found that credit risk management had a positive and significant impact on total loans and advances, the return on asset and return 
on equity of the deposit money banks. The study recommended that bank managers need to put more efforts to control the non-performing loan by critically 
evaluating borrowers’ ability to pay back. The regulator should strengthen its monitoring capacity in this regard. 
Oduro, Asiedu and Gamali Gadzo (2019) have observed that variables such as capital adequacy, operating efficiency, profitability, and net interest margin are 
inversely related to credit risk. Conversely, bank size and financing gap tend to relate positively with credit risk. Also, analysed changes in inflation tend to positively 
affect credit risk. Again, it was observed that, increase in bank credit risk negatively affects corporate financial performance which is consistent with Basel accord. 
Thus, for banks to survive in their industry, critical attention needs to be paid to management of its credit risk exposure. 
Gadzo, Kportorgbi and Gatsi (2019) have found that operational risk influences the financial performance of the universal banks in Ghana negatively. Furthermore, 
the study indicated that bank specific variables measured by (asset quality, bank leverage, cost to income ratio and liquidity) significantly influence credit risk, 
operational risk as well as the financial performance of the universal banks positively.  
In Nepalese context, there also have various efforts being made to find out answers for some of the questions like what is the role of capital adequacy requirement 
set by NRB? Similarly, the studies on profitability measurement are scarce in context of Nepal. In order to understand the performance of bank it’s necessary to 
understand the determinants of profitability. But in Nepalese context there are very few studies with small sample sizes to analyse the factors affecting profitability. 
This study has focused on what is the role of capital adequacy in shaping the bank performance? What is the effect of bank liquidity in its profitability? How non- 
performing loan does contribute in determining the bank performance? How does loan and advances affect the profitability of bank? 
 

STATEMENT OF THE PROBLEM 
This study therefore deals with the following issue in the context of Nepalese banks: What are determinants (Capital Adequacy Ratio, Non-performing Loan, Loan 
Loss Provision, Liquid Assets Ratio and Credit Deposit Ratio) of profitability of Nepalese?  
 

OBJECTIVES OF THE STUDY 
The major objective of this study is to analyse the determinants (Capital Adequacy Ratio, Non-performing Loan, Loan Loss Provision, Liquid Assets Ratio and Credit 
Deposit Ratio) of profitability of Nepalese.  
 

RESEARCH METHODOLOGY 
The study is based on the secondary data that were collected from the 10 commercial banks of Nepal. The sample banks are Bank of Kathmandu, Citizen Interna-
tional Bank, Everest Bank, Himalayan Bank, Kumari Bank, Standard Chartered Bank, Laxmi Bank, Machhapuchhre Bank, Nabil Bank and Nepal Bangladesh Bank. 
The main sources of data are annual report of respective commercial banks which were collected from the website. The data were collected for return on equity 
and return on assets as the dependent variables. Whereas, non-performing loan/total loans and advances, loan loss provision/total loan, loans and advances/total 
deposit, total deposit/ loans and advances and capital adequacy ratio as independent variables. This study employs panel data techniques to determinants of 
profitability of commercial banks in Nepal for the period of 2011/12-2017/18. 
This study has employed descriptive, correlation and causal comparative research design to deal with issues associated with the credit risk and bank performance 
in the context of Nepal. The descriptive research design has been employed to describe, measure, compare, and classify the financial situations of Nepalese 
commercial banks. The study also applied casual comparative research design to test the significance of variables on performance of Nepalese commercial banks. 
The basic purpose of employing causal comparative research design in this study is to understand and examine whether it is possible to predict bank performance 
measured by ROA and ROE on the basis of information about credit risk variables. 
THE MODEL 
In order to explain the effect of credit risk on bank performance have been used in this study. The multiple regression model of the form including all variables as 
specified in following equations have been used: 
ROAit = β0 + β1CARit+ β2NPLit + β3 LAit + β4LLPit+ β5LQDit+teit……………… (I) 
ROEit = β0+β1CARit+ β2NPLit + β3 LAit + β4LLPit+ β5LQDit + teit ……………. (II) 
Where,  
ROAit=Return on Assets of Bank ‘i’ for period ‘t’ 
ROEit = Return on Equity of Bank ‘i’ for period ‘t’ 
CARit= Capital Adequacy Ratio to Total Risk Weighted Assets of Bank ‘i’ for period ‘t’ 
NPLit=Non-Performing Loan to Total Loans and Advances of Bank ‘i’ for period ‘t’ 
LAit =Loans And Advances to Total Deposit of Bank ‘i’ for period ‘t’,  
LLPit=Loan Loss Provision to Total Loan of Bank ‘i’ for period ‘t’, 
LQDit= Liquid Assets to Deposit and Borrowings of Bank ‘i’ for period ‘t’,  
βo= constant 
β1-β5= Coefficient parameters 
eit = error terms, 
VARIABLES AND HYPOTHESIS 
Dependent Variables 
The dependent Variables and Independent Variables have been used in this study are as follows: 
Profitability: Return on Asset (ROA) 
The Return on Asset (ROA) and the Return on Equity (ROE) have been used extensively as measures of profitability. ROA indicates how effectively a bank is 
managing it assets to generate income. ROA is the income earned on each unit of asset usually expressed as percentage. The problem with ROA is that it excludes 
from the total assets off-balance sheet items (for instance, assets acquired through a lease) thereby understating the value of assets.  
Profitability: Return on Equity (ROE) 
As an alternative measure of profitability the Return on Equity (ROE) is computed by dividing net income by equity. It measures the income earned on each unit 
of shareholders' capital. The shortfall of this measure is that banks with high financial leverage tend to generate a higher ratio. Banks with high financial leverage 
may be associated with a higher degree of risk although these banks may register high ROE. Thus ROE may sometimes fall short in exposing the true financial 
health of banks. Another challenge with using ROE is that it is affected by regulation. However, ROE is commonly used in conjunction with ROA. 
Independent Variables 
The following Independent Variables have been used in study: 
Non-Performing Loan 
The quality of assets held by a bank depends on exposure to specific risks, trends in non-performing loans, and the health and profitability of bank borrower. The 
study also reports the effect of credit risk on profitability appears clearly negative, this result may be explained by taking into account the fact that the more 
financial institutions are exposed to high risk loans, the higher is the accumulation of unpaid loans, implying that these loan losses have produced lower returns 
to many commercial banks (Miller &Noulas, 1997).  
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H1: There is significant and negative relationship between non-performing loan and bank's profitability. 
Loan Loss Provision 
Loan loss provision is an amount of money that a bank set aside from its annual earnings as a precaution against possible loss of a non-performing loan, or to off-
set a lost credit facility. Ahmad and Ariff (2007) examined the key determinants of credit risk of commercial banks on emerging economy banking systems com-
pared with the developed economies and study found that an increase in loan loss provision is also considered to be a significant determinant of potential credit 
risk.  
H2: There is significant and negative relationship between loan loss provision and banks profitability. 
Loans and Advances 
Loans and advances is a facility granted to a bank customer that allows the customer make use of banks funds which must be repaid with interest at an agreed 
period. Kithinji (2010) analysed the effect of credit risk management measured by the ratio of loans and advances on total assets and the ratio of non-performing 
loans to total loans and advances on return on total asset in Kenyan banks. The study found that the bulk of the profits of commercial banks are not influenced by 
the amount of credit and non-performing loans. The implication is that other variables apart from credit and non-performing loans impact on banks’ profit. 
H3: There is significant and positive relationship between loan and advance and banks profitability. 
Liquidity 
Liquidity measures the ability of banks to meet short-term obligation or commitments when they fall due. Liquidity is a prime concern for banks and the shortage 
of liquidity can trigger bank failure. Banking regulators also view liquidity as a major concern. This is because banks without sufficient liquidity to meet demands 
of their depositors' risk experiencing bank run. Holding assets in a highly liquid form tends to reduce income as liquid asset are associated with lower rates of 
return. For instance, cash which is the most liquid of all assets is a non-earning asset. It would therefore be expected that higher liquidity would negatively correlate 
with profitability.  
H4: There is significant and negative relationship between liquidity and bank's profitability. 
Capital Adequacy Ratio 
Capital adequacy ratio (CAR) is chosen because it is the core measure of a bank’s financial strength from a regulator’s point of view. Capital adequacy ratio consists 
of the types of financial capital considered as the most reliable and liquid, primarily shareholders’ equity. Bank with good capital adequacy ratio have good profit-
ability. With good capital requirement, commercial banks are able to absorb loans that have gone bad. Bourke (1989) report a positive and significant relationship 
between capital adequacy and profitability. As indicated above following variables were taken to test the effects of credit risk management on the financial 
performance of the commercial banks. The study used the tools to test the significance of the independent variables and dependent variables. 
H5: There is significant and positive relationship between capital adequacy ratio and bank's profitability.  
 

RESULTS AND CONCLUSION 
To achieve the purpose, the method applied to analyse secondary data are descriptive statistics, Pearson correlation coefficients and stepwise cross sectional 
regression analysis. The detail of data analysis has been presented in the respective sections. 
DECEPTIVE STATISTICS  
In this section it shows the average, standard deviation, minimum and maximum of overall data of profitability (ROA and ROE) as dependent variables, capital 
adequacy, non-performing loan ratio, loan and advance, loan loss provision ratio and liquidity are independent variables. 
In the Table 1 which shows the descriptive analysis of variables, the return on asset ROA of 10 sample commercial banks is 1.84 percent on average. The return on 
assets varies in a wide range from a minimum of 0.92 percent to a maximum of 2.82 percent. The return on equity for sample bank on average is 17.57 percent 
with standard deviation of 2.66. The minimum value for return on equity is 9.79 whereas maximum value stands for 28.27 percent.  
 

TABLE 1: DESCRIPTIVE STATISTICS (N=70) 

Measures\Variables Mean Standard Deviation Minimum Maximum 

ROA (%) 1.84 0.22 0.92 2.82 

ROE (%) 17.57 2.66 9.79 28.27 

CAR (%) 12.85 0.71 11.32 16.31 

NPL (%) 1.82 1.94 0.4 4.46 

LA (%) 77.17 2.15 57.73 84.4 

LLP (%) 1.05 0.66 0.4 2.47 

LQD (%) 31.62 1.52 25.38 40.15 

Source: Annual report of sample commercial banks and results are drawn from SPSS 21. 
The capital adequacy ratio for sample bank on average is 12.85 percent with standard deviation of 0.71. The minimum value for capital adequacy ratio is 11.32 
whereas maximum value stands for 16.31 percent. The nonperforming loan for sample bank on average is 1.82 percent with standard deviation of 1.94. The 
minimum value for non-performing loan is 0.4 whereas maximum value stands for 4.46 percent. The loan and advance for sample bank on average is 77.17 percent 
with standard deviation of 2.15. The minimum value for loan and advance is 57.73 whereas maximum value stands for 84.46 percent. The loan loss provision for 
sample bank on average is 1.05 percent with standard deviation of 0.66. The minimum value for loan loss provision for is 0.40 whereas maximum value stands for 
2.47 percent. The liquidity for sample bank on average is 31.62 percent with standard deviation of 1.52. The minimum value for liquidity for is 25.38 whereas 
maximum value stands for 40.15 percent. 
CORRELATION ANALYSIS 
In this section the correlation between profitability measures; return on asset and return on equity and explanatory variables; capital adequacy ratio, non-per-
forming loan, loans & advances, loan loss provision and liquidity have been presented and analysed. A correlation matrix used to ensure the correlation between 
explanatory variables. Cooper & Schindler (2009) suggested that a correlation coefficient above 0.8 between explanatory variables should be corrected for because 
it is a sign for multicolinary problem. Hair et al. (2006) argued that correlation coefficient below 0.9 may not cause serious multicolinary problem.  

 

TABLE 2: PEARSON'S CORRELATION MATRIX FOR DEPENDENT AND INDEPENDENT VARIABLES DURING THE PERIOD OF 2007/08 TO 2017/018 

  ROA ROE CAR NPL LA  LLP LQD 

ROA 1        

ROE 0.917** 1       

CAR 0.524** 0.499** 1      

NPL -0.306** -0.396** -0.633** 1     

LA 0.243** 0.139 0.319** -0.274** 1    

LLP 0.348** 0.470** 0.575** 0.785** 0.239**  1  

LQD -0.618** -0.631** 0.516** -0.347** 0.099  -0.417** 1 

Source: Annual report of sample commercial banks and results are drawn from SPSS 21. 
The single asterisk (*) sign indicates that result is significant at 1 percent level, double asterisk (**) sign indicates that result is significant at 5 percent level. 
The ROA reflects the ability of a bank’s management to generate profits from the bank’s assets and this profitability measure is correlated with other explanatory 
variables either positively or negatively. In Table 2 below, the correlation analysis was undertaken between profitability measure; return on asset and return on 
equity and explanatory variables; capital adequacy, non-performing loan, loans & advances, loan loss provision and liquidity. 
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As per the Table 2, the correlation coefficient between return on asset and loans and advances was 0.243 which is the smallest positive coefficient as compared 
to other variables, this mean that commercial banks loans and advances have small association with profitability. This result shows that the liquidity of commercial 
banks which measured by the ratio of liquid assets to deposit have negative correlation with the profitability measured by return on asset. 
Return on equity (ROE) is more concerned about how much the bank is earning on their equity investment. As described in the above table there is a positive 
relationship between return on equity and capital adequacy, loans & advances and liquidity. Again in this case liquidity has a considerable relationship with ROE 
(a coefficient of 0.631) whereas there is a negative correlation of –0.396 between return on equity and non-performing loan. 
REGRESSION ANALYSIS 
In order to test the statistical significance and robustness of the results, this study also relies on secondary data analysis based on cross-sectional regression model 
as specified earlier. It basically deals with regression results from various specifications of the model 1 and model 2 to examine the estimated relationship of bank 
performance (ROA and ROE) with capital adequacy and credit risk variables for cross-sectional data of 10 sample commercial banks that include 70 observations 
during the period 201/11 through 2017/18.  
REGRESSION ANALYSIS OF RETURN ON ASSETS 
The Table 3 shows that the beta coefficient for capital adequacy ratio is positive with return on asset which indicates that higher the capital adequacy ratio higher 
would be banks profitability.  
 
TABLE 3: ESTIMATED RELATIONSHIP FROM REGRESSION OF RETURN ON ASSETS ON CAPITAL ADEQUACY, CREDIT RISK VARIABLES, AND LIQUIDITY RATIO FOR 

10 SAMPLE BANKS WITH 70 OBSERVATIONS DURING THE PERIOD 2012 THROUGH 2018 

Models Intercept CAR NPL LA LLP LQD F Adj. R2 SEE 

I -0.010 
(-2.15)* 

0.232 
(6.85)* 

    46.97* 0.269 0.016 

II 0.023 
(11.98)* 

 -0.141 
(3.58)* 

   12.81* 0.086 0.018 

III -0.011 
(-1.01) 

  0.040 
(2.79)* 

  7.76* 0.051 0.019 

IV 0.026 
(11.36)* 

   0.675 
(4.13)* 

 17.07* 0.114 0.018 

V -0.023 
(-4.64) 

    -0.143 
(8.74)* 

76.43* 0.376 0.015 

VI -0.032 
(-4.83) 

0.124 
(3.57)* 

    32.09* 0.427 0.014 

Source: Annual report of sample commercial banks and results are drawn from SPSS 21 
The single asterisk (*) sign indicates that result is significant at 1 percent level. 
The Table 3 shows that the beta coefficient for loan and advance is positive with return on asset which indicates that higher the loan and advance higher would 
be banks profitability and it is significant and 1 percent level. The table shows that the beta coefficient for loan loss provision is positive with return on asset which 
indicates that higher the loan loss provision higher would be banks profitability. It is significant and 1 percent level. The table shows that the beta coefficient for 
liquidity ratio is negative with return on asset which indicates that higher the liquidity ratio lower would be banks profitability. It is significant and 1 percent level. 
REGRESSION ANALYSIS OF RETURN ON EQUITY 
The Table 4 shows that the beta coefficient for capital adequacy ratio is positive with return on equity which indicates that higher the capital adequacy ratio higher 
would be banks profitability.  
 

TABLE 4: ESTIMATED RELATIONSHIP FROM CROSS-SECTIONAL REGRESSION OF RETURN ON EQUITY ON CAPITAL ADEQUACY, CREDIT RISK VARIABLES, AND 
LIQUIDITY RATIO FOR 10 SAMPLE BANKS WITH 70 OBSERVATIONS DURING THE PERIOD 2011/12 THROUGH 2017/18 

Model Intercept CAR NPL LA LLP LQD F Adj. R2 SEE 

I -0.006 1.608     41.07* 0.243 0.120 

  (0.17) (6.41)*         

II 0.227  -1.329    23.07* 0.150 0.128 

  (17.05)*   (-4.80)*       

III 0.067     0.167     2.44*** 0.011 0.138 

  (0.825)*     (1.56)***     

IV 0.260       6.622   35.09* 0.214 0.123 

  (16.613)*       (1.118)*   

V -0.123     -1.061 82.08* 0.393 0.108 

 (-3.403)     (9.060)* 

          

VI -0.116 0.529 -0.392   -0.851 32.93* 0.434 0.104 

 (-2.45)** (-1.72)*** (-1.34)   (6.44)* 

Source: Annual report of sample commercial banks and results are drawn from SPSS 21 
The single asterisk (*) sign indicates that result is significant at 1 percent level, double asterisk (**) sign indicates that result is significant at 5 percent level and 
triple asterisk (***) sign indicates that result is significant at 10 percent level. 
The study reveals that capital adequacy, loans and advances and liquidity has positive significant relationship with ROA whereas nonperforming loan to total loan 
and loan loss provision to total loan have negative and significant relation with ROA. In case of ROE, loan loss provision to total loan has negative and significant 
relation with ROE. Liquidity, capital adequacy, loans and advances and non-performing loan has positive and insignificant relation with ROE. 
 

SUMMARY AND CONCLUSIONS 
Credit risk management is an important predicator of banking financial performance thus success of bank performance depends on risk management. Since the 
risk management in general has very significant contribution to bank performance, the banks are advised to put more emphasis on risk management. 
Capital adequacy is a percentage ratio of a financial institution's primary capital to its assets, used as a measure of its financial strength and stability. A ratio that 
can indicate a bank’s ability to maintain equity capital sufficient to pay depositors whenever they demand their money and still have enough funds to increase the 
bank’s assets through additional lending. Banks list their capital adequacy ratios in their financial reports. It is stated in terms of equity capital as a percent of 
assets. Capital requirements imposed by regulators tend to be simple mechanical rules rather than applications of sophisticated risk models. 
The major objective of this study is to analyse the effect of credit risk management and capital adequacy on performance of commercial banks in Nepal. However, 
the specific objectives are to examine the relationship of capital adequacy with bank performance in terms of ROA and ROE, to examine the capital adequacy, 
credit measures and non-performing loan in commercial bank of Nepal, to determine whether credit risk measured by nonperforming loan, loan loss provision, 
and loans & advances affects bank performance in terms of ROA and ROE. 
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This result shows that the liquidity of commercial banks which measured by the ratio of liquid assets to deposit have negative correlation with the profitability 
measured by return on asset. Return on equity (ROE) is more concerned about how much the bank is earning on their equity investment. As described in the above 
table there is a positive relationship between return on equity and capital adequacy, loans & advances and liquidity.  
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ABSTRACT 

Even though market segmentation is one of the most established concepts in marketing, there are still some shortfalls in the body of research, which create a gap 
between theory and practice and lead to failure in the implementation of segmentation. This research paper highlights the need of using a new theoretical foun-
dation of market segmentation which will help the FMCG companies to segment the market in competition oriented marketing to gain fruitful results 
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INTRODUCTION 
hen it comes to marketing strategies, most people spontaneously think about the 4P (Product, Price, Place, Promotion) – maybe extended by three 
more Ps for marketing services (People, Processes, Physical Evidence). Market segmentation and the identification of target markets, however, are 
an important element of each marketing strategy. They are the basis for determining any particular marketing mix. The importance of market seg-

mentation results from the fact that the buyers of a product or a service are no homogenous group. Actually, every buyer has individual needs, preferences, 
resources and behaviors. Since it is virtually impossible to cater for every customer’s individual characteristics, marketers group customers to market segments by 
variables they have in common. These common characteristics allow developing a standardized marketing mix for all customers in this segment. 
 

REVIEW OF LITERATURE 
As long as companies have been competing for sales, markets have been separated into smaller homogenous markets (Ginter 1956). According to the founder of 
the market segmentation concept, Smith (1956), market segmentation is a brief and temporary phenomenon. Effective use of this tool may result in more official 
recognition of market segments through seeing groups of customers as individual markets. Market segmentation refers to looking at a heterogeneous market as 
smaller homogeneous markets, in order to be able to change product preferences to significant market segments’ needs (Smith 1956). These segments will be 
subjected to similar marketing activities in order to create required behaviour (Söderlund 1998). Thus, the underlying principle for segmentation is that the market 
is fragmented; hence, a homogenous market does not exist (Beane and Ennis 1987). Engel (1972) further contends the notion that consumers are different from 
each other, and that these differences influence market demand. Serving all consumers is almost like mission impossible; people have different needs and wants 
and therefore they cannot be targeted in the same manner (Vyncke 2002). To find those consumers a company can satisfy, it is of significant importance to 
undertake market segmentation. 
In marketing literature, segmentation is a central and prevailing concept, which offers directives regarding companies marketing strategies. Segmentation consti-
tutes the focal point in marketing strategy and has been extensively adopted by companies for as long as companies have tried to differentiate themselves from 
competitors (Kamineni 2005). Hunt and Arnett (2004) continue and argue that one of the most established notions in modern marketing is market segmentation. 
According to Engel (1972), companies adopting segmentation receive a wide range of advantages, especially concerning information that can be obtained. Wein-
stein (2006) state that companies must gain the consumers’ trust and win them over and to accomplish this, companies must understand consumers’ needs and 
wants in the segments where they struggle. Accordingly, by using the obtained information from segmentation, companies can easier understand consumers’ 
wants and needs (Engel et al 1972). As one of the aims with advertising and promotion is to inform market segments of the product or service existing on the 
market, this information can be applied in order to direct companies marketing activities more effectively (Smith 1956). Companies can then better adjust to 
shifting market demands and plan more distinct offerings to consumers (Engel et al 1972). 
To gain competitive advantages, companies should identify those segments with possibilities for the firm, target the particular group of customers and finally 
create a certain marketing mix aimed to reach each segment (Hunt and Arnett 2004). Market segmentation often helps companies achieving better profitability 
than expected Wind (1978), and one of the reasons why segmentation is such an accepted marketing tool is because it contributes to increased sales compared 
to mass marketing approaches Cross (1999) 
Since Smith (1956), first introduced the notion of segmentation, numerous ways for segmenting the market has been widely discussed in marketing literature 
(Mathur 2006; Vyncke 2002). However, independent of which segmentation classification, they all presume that consumers can be divided into homogenous 
clusters. Thus, companies employ segmentation as a tool to identify desirable markets, and tailor the marketing mix. (McGoldrick 2002) 
For a company to successfully target its wanted group, the segmentation strategy has to be completely accurate (Solomon 1994), and if companies have well 
defined and penetrated market segments, the firm will get a deeper position on the market (Smith 1956). However, segmenting a market successfully is a difficult 
task. Consumers operate on several levels, and it is hard to understand how and what consumers act on (Kamineni 2005). Unfortunately, it is not directly obvious 
what individual demand thus causing different companies to come to diverse conclusions. This is due to differences in their theoretical and analytical approach, 
concerning what segment is right (Dickson and Ginter 1987) 
Four different traditional market segmentation approaches are frequently being mentioned in marketing research. These segmentation variables are referred to 
as geographic, demographic, psychographic, and behavioural variables and consumers can be segmented according to them. According to Kotler (2005), these 
variables are the major variables in market segmentation. They are further in this research referred to as traditional market segmentation variables. Geographic 
variables are such variables as country size, city size, and density. Segmenting on demographic variables involves dividing consumers with regard to their age, life 
cycle, income, and occupation. The psychographic variables cover social class, lifestyle, and personality. The fourth segmentation variable, behavioural consists of 
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benefits sought, usage rate, and purchase occasion. (Kotler et al 2005) each of these variables offer important insights to the understanding of the market. How-
ever, at the same time, there are constraints with using them. As such, critiques have been directed towards all of these traditional segmentation variables 
Geographic segmentation is not appropriate to use, since it has weaknesses in its nature (Haley 1968). Furthermore, Haley (1968) claims that the geographic 
variables are not good predictors of the consumer behaviour, as in today’s society there is not much diversity between rural and urban areas. Thus, it is not 
effective to use this variable, as it cannot predict future buying behaviour within consumers. Moreover, geographic segmentation variables are based on ex post 
factor analysis of consumers in different market segments, which rely on explanatory features (Haley 1968). The capability of geographical variables has also been 
questioned due to their lack in offering an understanding of target markets (Schoenwald 2001). 
Some of the problems with using demographic variables derive from marketers trying to segment whole markets. If there is not a clear segment, the demographic 
variables will be of no utility since they then cannot describe the segment. (Beane and Ennis 1987) neither are they capable to predict future buying behaviour 
(Haley 1968), which are essential for marketers as this is the aim with segmentation; to make the consumers into a customer, meaning to make consumers buy. 
Marketing managers must know what it is that drive consumer’s behaviour. Based on this argument, demographic variables are not effective to apply, since they 
are unable to capture the drivers of consumers’ behaviour. (Lancioni and Oliva 1995) demographic variables are not proficient enough to foresee behaviour (Tynan 
and Drayton 1987; Schultz 2002). Schultz (2002) also argues that segments based on demography are “nice to know but not terrible helpful”. Furthermore, these 
variables do not perform enough; marketers need and want to get more acquainted with their customers in order to effectively segment a market (Wells 1975) 
Singh A (2014) also find out that traditional segmentation techniques doesn’t hold good for current market segmentation. In his study he tested that only age and 
gender in demographic variables have impact on the market segmentation. 
 

OBJECTIVE 
The objective of the research is to highlight the new concepts that are coming up in the market segmentation.  
 

RESEARCH METHODOLOGY  
This research is exploratory in nature. Data is being collected from the various secondary resources including books, article, company reports and magazines etc. 
 

NEW CONCEPTS 
In the era of modern technology, the following new techniques are emerging: 
1) Multidimensional Segmentation 
In segmenting markets, most researchers use a single set of basis variables, be they demographics, psychographics, product category-related attitudes, product 
usage-related behaviours, derived importance from conjoint exercises, latent structures or whatever. However, there is no reason to limit the basis for segmen-
tation to only one type of variable when many criteria actually determine buyers' response to offerings in the category. These criteria are multidimensional, 
encompassing attitudes, needs, values, benefits, means, occasions, and prior experiences, depending on the product or service category and the buyer. 
A segmentation scheme based on only one set of basis variables may limit the utility of the information to the firm because various users of segmentation schemes 
have different needs. For example, product development managers may want the market segmented on perceived values and benefits sought; marketing com-
munications managers may want the market segmented into groups of buyers with similar needs, desires, or psychographic profiles; and sales managers may want 
the market segmented on sales potential or profitability. A segmentation scheme based on multiple dimensions, using separate segmentation schemes for each 
one, is often more useful and more flexible for planning marketing strategy and executing marketing tactics. Thus, one may consider different segmentations on 
a sample of buyers using different bases, say, performance needs, means (the ability to pay), and desires concerning product-user identity. 
 

FIGURE 1: THE MULTIDIMENSIONAL SEGMENTATION MODEL 

 
In the past such segmentation schemes were deemed as too confusing and produced too many segments for marketing managers to address effectively. Yet, in 
this era of flexible manufacturing, micro-niche targeting, and multi-channel direct marketing, many market planners now consider and use market segmentation 
schemes that support much finer targeting efforts. Each surveyed customer, now a member of one segment in each of the three segmentation schemes, was 
assigned to a single cell in the segmentation matrix. Thus respondents in each cell were very similar on all three dimensions and different from respondents in 
other cells on at least one set of basis variables. 
This approach provided a much cleaner and more understandable segmentation scheme then had we tried to dump all three sets of measures into a single 
clustering effort. Alone, this segmentation approach provides considerable insight into the marketplace structure. However, each cell of the segmentation scheme, 
along with means and distributions of all descriptor variables, can be put into a database and manipulated to provide a more dynamic understanding of the market 
structure and allow the user to reform the cells into new segmentation schemes. With a well designed segment manager program, the user can aggregate cells 
into specific market segments based on the varying needs of different internal functional and departmental users, while using a common base of homogeneous 
cells for all of the segmentation schemes in the company. Thus, any specific tactical segmentation scheme can be directly linked to the strategic segments or to 
any other tactical segmentation scheme. 
2) Artificial Neural Networks 
Starting in the early 1990's, artificial neural networks (ANN) have been developed to address a host of analytical problems. Both the appeal and the bane of ANN's 
is that they do not require any particular underlying model formulation and they do not require any particular data structure, as do, say, regression analysis or 
factor analysis. 
Generally, ANN's are given a set of input variables and a set of known outcomes, and the algorithm is asked to find the best relationship between the inputs and 
the outputs. It does this by initially forming a trial relationship on a subset of the data, called the learning set or calibration set. The algorithm then backs up 
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through one or more "hidden layers" of input junctures, or neurons, and adjusts the weight of each input to that neuron to maximize its contribution to accurately 
predicting the outcome. This learning procedure is repeated over and over for each neuron until the process is halted by user specifications, or there is 100% 
accuracy in the prediction of a separate test sample. Results are tested and validated with other samples. 
There are some specialized neural networks that are designed to cluster cases of data. This fall in the class of unsupervised neural networks, meaning that the 
outcomes are not pre-specified. Typically, these algorithms attempt to form clusters based on minimizing variance around a specified set of "seeds" or based on 
optimizing a transform function. Currently, one of the best known of these clustering ANN's is the Kohonan Self-Organizing Map. All ANN's of this type require a 
large number of cases because they need a large learning sample, a large test sample, and a large validation sample. Results have been mixed - some extremely 
well, others not so good. The usefulness of the clustering solution seems very dependent on the initial selection of seeds or the shape of the transform function. 
Many alternative runs may be necessary to find an acceptable solution. 
One positive aspect of using ANN's to form clusters is that they tend to handle messy data well, that is missing variable data, variables with non-standard distribu-
tions, and variables using different scales. 
Unlike cluster analysis, ANN's internally decide the relative impact, or weight, of an input variable on the results. Thus, it is difficult to externally weight any of the 
variables so that they have a higher influence on the clustering outcome. 
3) Latent Class Models (Mixture Models) 
Unlike other segmentation approaches, latent class is based upon statistical modelling; often involving dependent variable relationships characterized by regres-
sion and logic specifications. It assumes that data are generated by a mixture of distributions, and the analysis involves simultaneously estimating segment level 
models and determining segment identities. After the estimation process, individual respondents can be assigned into segments based upon their posterior prob-
ability of membership. For example, using only product selection choice data where respondents are never directly asked about brand, price, and features, a latent 
class analysis can reveal segments that are brand loyal, price sensitive, feature sensitive, etc. through an examination of the resulting coefficient estimates. In 
practice, the use of latent class analysis in conjoint and discrete choice applications has received much attention, and user-friendly software is now readily available. 
Cohen and Ramaswamy (1998)3 cited two studies concluding that latent class conjoint was superior to several different segmentation applications to conjoint data 
in terms of fit, descriptive validity, and predictive validity.  
However, other investigations comparing latent class results with procedures that first cluster based on individual level response data, and as a second step 
develop models within the segments found little difference in the resultant size and membership of the two clustering solutions. However, the overall explained 
variance in the dependent variable, thus its predictive power, was greater with the LCM approach.  
While latent class analysis offers some advantages over more conventional procedures, it requires assumptions and specifications that are not needed in traditional 
approaches. When dependence relationships are involved, the importance of that relationship in forming segments may not be sufficient for strategic and many 
tactical market segmentation efforts. This is true of any segmentation procedure utilizing dependent relationships such as CHAID and CART. However, the methods 
can be very useful for better understanding market structures. 
4) Fuzzy and Overlapping Clustering 
Most clustering algorithms are programmed so that all cases are assigned to one and only one cluster. That is, the algorithms require that the results be mutually 
exclusive and exhaustive. The basic idea in fuzzy (or overlapping) clustering is to allow a single case to be assigned to more than one cluster, or alternatively to 
assign a portion of a case to more than one cluster. Currently, there is no widely available software to handle this procedure, and there may be little need for it.  
Most clustering routines assume cases are grouped into hyper-spheroids in multidimensional space. Cases are assigned to a cluster based on their multivariate 
distance from the center of the spheroids or based on their probability of belonging to each spheroid. In the situation where a particular case is nearly equal 
distant, or has nearly equal probability of belonging to more than one spheroid, the standard clustering program will assign the case to the closest one, even if it 
takes five decimal points to do it. Many statisticians and research methodologists believe that there should be an alternative for the clustering algorithm to assign 
the case to each of the clusters. 
In theory, that sounds fine. Practice is a different story. The effect of such a procedure would be to increase the variance within each cluster, thus reducing the 
variance explained by clustering. Cluster homogeneity would suffer, cluster overlap would increase, and the resulting clusters would be much harder to explain 
because they would be less differentiated. It would seem better practice to throw these ambivalent cases out of the analysis. Throwing out cases that do not fit 
well is very controversial. However, I believe our objective in market segmentation, and the underlying clustering of cases, is to identify unique and differentiated 
markets, recognizing that some cases may be "fence sitters" between segments. Cases that depreciate the differentiation should be held out of the analysis. Thus, 
there was a little need to further develop the concept of fuzzy or over-lapping clustering routines.  
By way of an example, think about the situation where you may ask respondents to complete a conjoint trade off task about their drink selection preferences in 
different situations, say, at a business social function and at a bar with a group of friends. The conjoint attributes and levels are identical, but respondents' resulting 
profile preference ratings may be different, based on the situation. If you independently derive importance for each attribute for each of those two occasions, you 
will get two sets of derived importance for each respondent. There is no reason whatsoever that you cannot subject both sets of derived importance for these 
respondents to a standard clustering routine. The same respondent may then show up in two different clusters, depending on the results from their situational 
preferences. 
5) Occasion‐Based Segmentation 
A particular challenge in market segmentation analysis is how to form segments when circumstances or occasions drive product preference and selection. For 
example, it is well known that beer brand preference and brand selection is often driven by the situational circumstances of the purchaser at the time of consump-
tion. Restaurant selection is also well known to be dependent on occasion and circumstance. Mechanically, this is not very difficult. All as it takes is a different way 
of looking at the data input file to standard clustering routines. A case becomes an occasion with individual respondent information appended to each occasion-
case. 
Here is an example. Let's say we are measuring the relative influence on brand choice of a set of brands, product attributes, and price variations for carbonated 
soft drinks (CSD's) for immediate consumption in a variety of store type settings grocery, convenience, mass merchandise, deli, and drug. Each respondent is asked 
to execute a point allocation of importance of each of the attributes, plus price and brand name, on influencing their selection for each store setting that they 
have experienced in the last 10 days. In addition, we ask demographic and consumption volume profile information to better describes the respondent. We need 
to construct the data file as shown below, showing the first two respondents. 
 

TABLE 1: OCCASION BASED SEGMENTATION 

Occasion 1 measures Respondent 1 profile data 

Occasion 2 measures Respondent 1 profile data (duplicated) 

Occasion 3 measures Respondent 1 profile data (duplicated) 

Occasion 1 measures Respondent 2 profile data 

Occasion 3 measures Respondent 2 profile data (duplicated) 

Occasion 5 measures Respondent 2 profile data (duplicated) 

Here, each set of point allocation data for each store setting becomes a case. The respondents' profiling data is appended to each set of occasion ratings. At this 
point we have two choices. We could execute a clustering of the point allocation data for each type of shopping trip, thus deriving segments based on importance 
drivers within store type, separately.  
Alternatively, we could submit all of the point allocation data to a clustering algorithm and find clusters or segments where the importance drivers are similar 
within each cluster and different between clusters, regardless of the occasion. The resulting clusters may or may not differentiate between store types. Either 
way, we have executed occasion based segmentation. 
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ABSTRACT 
The internet banking has got tremendous response in recent years. There have been huge following of internet baking in India and in the world also. But the major 
concern about internet banking is that it is popular in urban area and that too in young generation. Every national bank is striving hard to provide internet banking 
to its customers. It is in bank as well as customer’s favor that internet banking becomes more reachable. There are certain factors which are encouraging the use 
of internet banking at the same time there are some factors which are prohibiting internet banking. In this paper the researcher has made an attempt to analyze 
both these factors.  
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INTRODUCTION 
he Indian Banking Regulation act 1949,Banking is defined as: “Accepting for the purpose of the lending of deposits money from public repayable on demand 
or other wise and withdraw able by cheques, draft, order or by any method.” The bank is one of the major institutes in today’s life. Every activity of human 
is dependent on money and the money is primarily exchanges in the banks. The numbers of banks have increased by leaps and bounce in India. In India 

the government is providing encouragement to promote banking. The schemes like Jan Dhan Yojna have influenced many people to pursue banking in their daily 
life. This has increased tremendous pressure on banks. Hence the effort has been made by banks to reduce its pressure by promoting online baking. The internet 
use has also increased in the same rapid way. The rate of internet has decreased in considerable rate. The more and more people are getting used to with internet. 
The number of smart phone users has increased a lot. These all things are favorable for internet banking. Banking services are informational (Bradley and Stewart, 
2002) these can easily be automated and digitised. (Porter and Miller, 1985), every bank these days is considering the adoption of information technology equip-
ment’s as a means to improve the performance, service quality and efficiency in delivering the services. Realizing this fact, academicians, practitioners put emphasis 
in their studies that information source in banks is of huge significance and they looked at information technology as strategic response to dynamic financial 
environment (Ammayya, 1996). Centeno argues that speed, the convenience of remote access, 24/7 availability and price incentives are the main motivation 
factors for the consumers to use internet banking (Centeno 2004). E-banking service is a self-service by customers, it requires less resources and lower transaction 
and mere production costs (Southard and Siau, 2004). Daniel (1999) elaborates electronic banking as the delivery of bank's information and services by banks to 
customers by various ways such as a personal computer or a mobile phone with browser. 
 

OBJECTIVES 
1. To study the factors affecting the choice of internet banking  
2. To evaluate the uses of internet banking  
3. To understand the fear factors which are prohibiting the customers to use internet banking.  
 

HYPOTHESIS  
Ho There is no significant difference between the age of customer and frequency of using internet banking facility 
 

REVIEW OF LITERATURE  
Barnes and Corbett (2004) suggest that latest innovations in telecommunications have enabled the launch of new methods for banking industry. One of these is 
mobile banking; in which a customer interacts with a bank via a mobile phone or personal digital assistant.  
Broderick and Vicharapornpuk (2002) studied the importance of customer role in designing and providing quality service in Internet banking. 
Tushar Chaudhari (2017) suggest that All the major banks must have separate counter which will be specifically used for assistance in cash less transaction also 
Extra charges on Cash less transaction must be stopped. 
Gupta (2006) in his study analyzed the potential of Internet banking and found that its capability to reach each and every cranny and gap of the world holds great 
significance for a realm like India. 
Khare (2010) in his study described the importance of technology in civilizing customer service levels in being used deliberately and progressively more by service 
organizations. 
 

RESEARCH METHODOLOGY  
The current method of research is exploratory. The emphasis was given on the collection of primary data. The primary data was collected in Nagpur city. Pilot 
study was undertaken by the researcher before actually finalizing a questionnaire. The necessary changes were made and then it was distributed to the respond-
ents. The questionnaire was filled from respondents. The observation during the course of the research was also proved to be vital. The sampling method was 
random sampling method. The details of respondents are given in the table number 1.  
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TABLE 1: PROFILE OF RESPONDENTS 

Particulars Categories Number of Respondents Percentage % 

Gender  Male  56 46.67% 

Female  64 53.33% 

Age 21-30 27 22.5% 

31-40 32 26.67% 

41-50 23 19.16% 

51-60 36 30% 

60 & above  02 1.33% 

Marital Status  Married  81 67.5% 

 Unmarried  39 32.5% 

Types of customers  Student 29 24.17% 

Working professional 41 34.17% 

Salaried  18 15% 

Businessmen 18 15% 

Housewife 12 10% 

Pensioner 02 1.33% 

Qualification 
 

U.G. [] 28 23.33% 

P.G. [] 30 25% 

Professionals [] 57 47.5% 

Ph.d []  05 4.17% 

Gross Annual income 
 

Below 4 lakh  45 37.5% 

 4 to 8 lakh 20 16.67% 

8 to 12 lakh  45 37.5% 

12 to 16 lakh 10 8.33% 

Type of Account  Saving  83 69.17% 

Current  37 30.83% 

Source: primary data collection 
 

TABLE 2: SOURCES OF AWARENESS ABOUT INTERNET BANKING 

Sr. no.  Source  Number  Percentage  

1 Advertisement  27 22.5% 

2 Newspapers  18 15% 

3 Parents  04 3.33% 

4 Relatives  06  5% 

5 Television  43 35.83% 

6 Friends  10 8.34% 

7 Bankers 12 10% 

 Total  120 100 

Source: primary data collection 
From this table it is clear that the television is playing vital role in promoting internet banking. The advertisement and newspaper articles are also playing their 
part.  

TABLE 3: FACTORS INFLUENCING THE INTERNET BANKING FACILITY 
 

 
 
 
 
 
 
 
 

Source: primary data collection 
The major factor which has influenced Internet Banking Facility is that it is available 24 hours. Many people are using it because of advertisement which states 
that the can save considerable amount of money. 

 
TABLE 4: HOW MANY TIMES DO YOU USED INTERNET BANKING FACILITY 

Sr. no.  Particular  Number  Percentage  

1 Daily  17 14.17% 

2 Once in two or three days  41 34.17% 

3 Weekly 25 20.83% 

4 Monthly  27 22.5% 

5 Once a while  10 8.33% 

 Total  120 100 

Source: primary data collection 
There are so many people who are using internet banking once in two or three days. These people are salaried people and they have become trained in internet 
banking.   
  

Sr. no.  Particular  Number  Percentage  

1 Saves time  16 13.33% 

2 24 hour service  41 34.17% 

3 Advice of friends/ relatives  11 9.17% 

4 Advice of bank personnel  13 10.83% 

5 Advertisement influence  30 25% 

6 Belief in security  09 7.5 % 

 Total  120 100 

http://ijrcm.org.in/


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

13 

TABLE 5: PURPOSE OF USING INTERNET BANKING FACILITY 

Sr. no.  Particular  Number  Percentage  

1 Online ticket booking  10 8.33% 

2 Online bill payment  08 6.67% 

3 Balance enquiry  28 23.33% 

4 Request for cheque book  10 8.33% 

5 tax payment  11 9.17% 

6 Share trading  03 2.5% 

7 Online shopping  50 41.67% 

 Total  120 100 

Source: primary data collection 
The primary purpose of using internet banking is for online shopping. The various apps like amazon, flipcart are becoming more and more popular.  
 

TABLE 6: WHAT WERE THE FEAR FACTORS BEFORE USING INTERNET BANKING FACILITY 

Sr. no.  Particular  Number  Percentage  

1 Security reason  41 34.17% 

2 Prefer face to face  28 23.33% 

3 Don’t know how to use  11 9.17% 

4 Sites are not user friendly  10 8.33% 

5 There is no one to guide at beginning stage  30 25% 

 Total  120 100 

Source: primary data collection 
Even that the banks have taken large steps towards safeguarding interest of customers while using internet banking still the fear has not gone out of the system 
of people.  

TABLE 7: HYPOTHESIS TESTING 

Age/Frequency   Total  

27 
22.00 
(1.14) 

17 
22.00 
(1.14) 

44 

32 
36.50 
(0.55) 

41 
36.50 
(0.55) 

73 

23 
24.00 
(0.04) 

25 
24.00 
(0.04) 

48 

36 
31.50 
(0.64) 

27 
31.50 
(0.64) 

63 

2 
6.00 
(2.67) 

10 
6.00 
(2.67) 

12 

Total  120 120 240 

For checking the above hypotheses, the chi square analysis was undertaken it was found that the chi square statistics id 10.0847. The p value is 0.039025. the 
value of p is less than 0.05. so null hypothesis is rejected. Hence we can conclude that There is significant difference between the age of customer and frequency 
of using internet banking facility 
 

CONCLUSION  
It was found that television and advertisements plays vital role in reaching the consumers. The respondents were using internet banking primarily because they 
can use it anytime in a day even at night. The popularity of online shopping and various apps like amazon, Flipcart etc. are proving as a catalyst in increasing use 
of internet banking. The researcher found that still there is still security fear in consumers.  
 

RECOMMENDATIONS  
Internet banking is need of time. The apps must be made more users friendly. Especially more efficient free toll number must be provided which will assist people. 
The customers must be given various youtube videos regarding how to use internet banking.  
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ABSTRACT 
Turbulent business environments, competition, globalisation and dearth of resources have put significant competitive pressures on many businesses. Rapid special-
ized technology developments and increased global access to geographically unlimited markets allow consumers seemingly to have infinite choices for the best 
satisfaction of their needs in choosing desired products. Providing value to customers becomes vital to any organization to sustain the business in future. As a main 
task of design through design thinking is to seek value to customers, fosters management thinking from chaotic fluctuations in external turbulence and enables 
sustainable order in actions. This is why awareness of extended design application is becoming crucial nowadays among academics and practitioners. Although 
Design is most often used to describe an object or end result, it is however a process which can become, if used efficiently, the most powerful tool and foundation 
for driving a brand or business forward. Design Thinking is a mind set to develop and deliver innovative ideas, change and solutions to complicated problems. It is 
an activity-based process with a strong emphasis on teamwork. The paper describes new roles for design Thinking in addressing emerging global challenges in 
business environment. 
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INTRODUCTION 
s Prof. Dorst states, ‘Recently, design thinking is identified as an exciting new paradigm for dealing with problems in many professions—majorly business 
and IT sector.’ Following the success of Apple, a huge debate took place on the framing, application and use of the term design thinking among large 
business enterprises. Design thinking term was coined by the business community to denote a process which would infuse creativity into management. 

Design thinking involves empathetic understanding of a problem, using creative skills to find solutions, and the application of process to derive home success. 
CEOs such as Apple’s Steve Jobs and Renault-Nissan’s Carlos Ghosn have exploited the potential of design, placing design strategists in the boardroom to ensure 
that design is no longer an afterthought to the periphery, but is at the core of an organisation’s business processes. Design Thinking provides a solution-based 
approach to solve problems. It is a way of thinking. 
 

OBJECTIVES 
1. To understand the concept of Design Thinking. 
2. The Need and Importance of Design Thinking as a 21st Century Skill. 
3. How does Design Thinking help in solving problems in 21st Century? 
 

RESEARCH METHODOLOGY 
The research paper is an attempt of exploratory research, based on secondary data sourced from journals, magazines, articles, newspapers and media reports. 
 

LITERATURE REVIEW 
Described as a human-centered approach to innovation, Design Thinking can be interpreted as a conceptualization of the way designers think and work (Brown, 
2008; Johansson-Sköldberg et al., 2013; Kimbell, 2011; Liedtka, et al., 2013). Many proponents of Design Thinking describe how it takes account also of aspects 
such as feasibility and viability, and creativity within constraints (Brown, 2008). The most tangible representations of Design Thinking are put forward by IDEO. 
More recently, the use of Design Thinking has been proposed as a way for individuals to develop their ‘creative confidence’ (Kelley). This paper therefore seeks to 
complement the descriptions of Design Thinking in the literature by describing DT in practice, thus investigating what happens when the concept meets an organ-
izational context. 
 

DESIGN THINKING PROCESS 
Empathy- It’s the ability to see an experience through another person’s eyes, to recognize why people do what they do. It’s when you go into the field and watch 
people interact with products and services in real time. What we sometimes refer to as “design research.”  
Define-During the Define stage, we put together the information you have created and gathered during the Empathise stage. This is where you will analyse your 
observations and synthesise them in order to define the core problems that you and your team have identified. You should define the problem as a problem 
statement in a human-centred manner. 
Ideate- In this stage, the team members can start to "think outside the box" to identify new solutions to the problem statement we created, and we can start to 
look for alternative ways of viewing the problem. There are various ways of Ideation techniques such as Brainstorm, Worst Possible Idea, and SCAMPER. Brain-
storm and Worst Possible Idea sessions are majorly used to stimulate free thinking and to expand the problem space. It is important to get as many ideas or 
problem solutions as possible at the beginning of the Ideation phase. 
Prototypes- Prototypes may be shared and tested within the team itself, or on a small group of people outside the design team. This is an experimental phase, 
and the aim is to identify the best possible solution for the problems identified during the earlier stages of this process. The solutions are implemented within the 
prototypes, and, one by one, they are investigated and are either accepted, improved and re-examined, or rejected based on the requirements. 
Test- Evaluators test the complete product using the best solutions identified during the prototyping phase. This is the final stage of the model, but in an iterative 
process, the results generated during the testing phase are often used to redefine one or more problems and inform the understanding of the users, the conditions 
of use, how people think, behave, and feel, and to empathise. 
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FIGURE 1: DIAGRAM SHOWING DESIGN THINKING PROCESS 

 
Design Thinking is a process where we are constantly being questioned so it can help us redefine a problem in an attempt to identify alternative strategies and 
solutions that might not be instantly apparent with our initial level of understanding. Design Thinking is often referred to as ‘outside the box thinking’, as designers 
are attempting to develop new ways of thinking that do not abide by the dominant or more common problem-solving methods – just like artists do.  
 

NEED OF DESIGN THINKING AND INNOVATION IN BUSINESS ENVIRONMENT 
Businesses have slowly come to recognize that design can be used as a differentiator to respond to changing consumer behaviour. Again and again, Fortune 500 
names such as Apple, Microsoft, Disney, and IBM have demonstrated the intrinsic value of “design thinking” as a competitive advantage that drives business 
growth. It is a methodology that employs unique and creative techniques to solve complex problems and find desirable solutions. Traditionally, design thinking 
was considered as a method used only by designers. However, it is applicable to anything that entails creating innovative ideas and solving problems. Various 
businesses and organizations use it to solve existing problems and discover new opportunities. A fundamental element of design thinking is simply thinking and 
ideating on a solution to address a problem or to meet a customer needs. 
Design thinking should be at the core of strategy development and organizational change in order to create a culture that’s focused on this way of solving problems. 
This way of thinking can be applied to products, services, and processes; anything that needs to be improved. 
 

WHERE DOES DESIGN THINKING ADD VALUE? 
Businesses have a never-ending list of goals, from constantly releasing new products that increase sales by resonating with customers to providing better customer 
support. When a business decides on a new product, a massive, expensive machine shifts into high gear, especially at large corporations. Applying design thinking 
can help to direct the attention to the specific solutions people need. It has become clear that using design in numerous ways and on a strategic level creates 
competitive advantage, boosts innovation capacity, adds value across the whole value chain and has a positive impact. It adds value to both users and businesses. 
For this one needs to have a growth mindset, it creates a psychological safety for risk taking and for collaborations. 
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FIGURE 2: FIXED AND GROWTH MIND SET 
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COMPANIES USING DESIGN THINKING 
There are many examples that use design thinking in their day-to-day operations, like Apple and Google. Design thinking can and does work for all types of 
organizations, big and small. Yes, it can be challenging to implement at a more established company where process and systems run amuck, but the benefits 
outweigh the process of cutting through all the red tape.  
IBM 
IBM has taken numerous steps to cultivate design thinking into its culture by increasing the number of designers on its workforce from one for every 33 coders, 
to one for every eight. It got to know its users – in this case, all employees in the organisation. It built empathy maps and personas, and observed the way that its 
people worked. Once the business understood the current scenario, it then identified pain points, and from that started to imagine things that could help solve 
them.” 
INFOSYS 
Infosys uses design thinking as it offers the most effective model to cultivate the creative power and potential of the enterprise. The company applies design 
thinking process and practices to increase opportunities for innovation and optimize their employees’ problem-solving skillsets. Infosys has used design thinking 
workshops to change the mindset of its 170,000+ employees.  
FIDELITY LABS 
Fidelity Labs, has 8 global locations, 150 people, and over 200 patents. The three foundations of Fidelity Labs’ design thinking methodology are “scan,” “try,” and 
“scale.” They first “scan” across industries to find opportunities for innovation, then “try” to quickly prototype and test products with customers, and finally “scale” 
by identifying opportunities and delivering them to their 22 million customers and partners. 
PEPSICO 
Pepsico is also using Design Thinking to address the user experience. It tried Design Thinking a little differently. They decided to take the top-down approach. The 
CEO Indra Nooyi had the mandate to innovate and she believed doing it the design way. She hired Mauro Porcini, who till then led design at 3M, as the first-ever 
chief design officer at Pepsico. PepsiCo launched Lifewtr, a premium-priced bottled water featuring labels that are designed by artists and change several times 
per year. 
TOSHIBA 
Toshiba had been struggling with their disused factories that were once actively churning out floppy disks. When floppy disks lost their charm, the factories 
remained shut for a decade. After applying design thinking, Toshiba decided to convert these factories into vegetable farms, growing lettuce, spinach, and other 
green leafy vegetables. Toshiba is growing over 3 million units of vegetables annually since 2015. In the future, they are also planning to introduce robots that pick 
vegetables. 
BRAUN 
The team at design company Industrial Facility were given the challenge of creating a better experience with the Oral B electric toothbrush. Instead of looking at 
the client’s idea of tracking a user’s brushing performance, the company looked at the problems the customers had. These included forgetting to purchase re-
placement brush heads and the toothbrush running out of power. As a result, Industrial Facility created toothbrushes with charging capabilities. The toothbrushes 
were also fitted with a button that users could press that would send a reminder to their smartphone to purchase a replacement. 
CAPITAL ONE 
Capital One has adopted design thinking as a mantra to reinvent itself as a software company and innovation incubator. After acquiring design firms Adaptive Path 
and Monsoon, Capital One has recently rolled out fresh digital features, from an emoji-enabled SMS chatbot to GPS-tracked transaction histories. 
 

DESIGN THINKING IN VARIOUS DOMAINS 
Nowadays, Design Thinking is used in every domain. Organizations are implementing Design Thinking to gain more productivity and to become more customer 
oriented. 
1. DESIGN THINKING IN MARKETING 
Design Thinking looks at people, products, place, process and performance. Marketing meets at design thinking in branding and service design. Design Thinking 
influence branding and helps in expanding innovation. Design and market should work together to solve customer problems. It also provides a structured approach 
for service and product development. 
2. DESIGN THINKING IN INNOVATION 
Design Thinking puts a tool set for creativity in hands of people. It involves collaboration across multiple disciplines. Its helps to create effective strategy develop-
ment, organizational change and business transformation. Through design thinking right problems can be solved and appropriate solutions can be tested. Design 
Thinking in Innovation goes through three phases LEARN, CREATE, MAKE. 
LEARN to identify the challenges and the right problem to solve it. 
CREATE implies doing research to form ideas and prototypes are made to bring possible solutions. 
MAKE is implementing the process. Things can always be made better so iterate, iterate and iterate. 
3. DESIGN THINKING IN HUMAN RESOURCE 
Human needs are the centre of design thinking. Design thinking learns actual needs of people through qualitative and effective research. 
"Empathy maps reveal perceptions from the user’s point of view, and by forcing research that looks at both emotions and reason, gets a truly people-centric 
view of a situation." 
Design Thinking evolves a robust selection process that yields best fit of the candidate to the job profile. 
4. DESIGN THINKING IN INTERNET OF THINGS 
Design Thinking develops end user to focus on solutions to complex problems. It empathizes phase end users. It gets to the bottom of real problem with current 
technologies and products. Design Thinking helps in testing multiple prototypes and looking for more input from end users. By applying Design thinking to internet 
of Things, we can implement intentional innovation to solve the challenges in Internet of Things such as architecture, verticals and other related domains. 
5. DESIGN THINKING IN FUELLING BRAND STRATEGY 
Design thinking act as a linking between design and business and look at design from a wider perspective of business approach. In the book, Design Management: 
Using Design to Build Brand Value and Corporate Innovation, Brigitte de Mozota categorized design contribution inside organizations into three domains: 
Operational design involves design tasks such as creating graphic design materials, designing products, and digital user interfaces. 
Functional (tactical) design involves the design process such as arranging the cooperation between departments and different stages of the design process. 
Strategic design involves looking to the design from a strategic perspective that links between the company strategy and consumer needs such as building the 
company brand and reflecting it to the above two types of design inside the organization. 
 

CONCLUSION 
In conclusion, Design thinking is at the core of effective development and organizational change. It defines how organizations learn from one another, and pushes 
teams to explore new horizons. The design way of thinking can be applied to anything from systems, to procedures and user experiences. Ultimately, it is there to 
improve quality of life and create a better world for all. This process requires more than a single process adoption but transformation in the mind-set of the 
organisation. It means changing the way people in the organisation think, and the way organisation is structured so that the internal processes are adaptive. This 
will allow the flexibility to create agility, adaptability, and innovation as one of the means to create people centred, entrepreneurial and meaningful organizations. 
It can create an ecosystem of co-creation that allows various stakeholders, such as employee, management, end users, to be a part of decision making, and making 
the organizations more meaningful.  
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In pursuit of innovation, not just the big players but start-ups and small businesses can also employ design thinking considering it as imperative to their success. 
Design thinking is a tool for simplifying and humanizing. Adopting it is not easy. However, doing so is empathetic, as it is a more thoughtful and human approach 
to business. 
 

LIMITATIONS 
The findings of the study indicate that when organisations implements design thinking, the main use of this method is during early or innovation stage and less in 
phase of product development which where design is already included. Also, our study finds that design thinking cannot replace the traditional system, but rather 
adds a new field of work. Moreover, in order to implement design thinking the organisations needs to have right mindets, collaborations and conductive environ-
ment which is tough to get in an organisations as people of various mindsets are working together under one roof.  
 

FUTURE SCOPE 
Design Thinking has become a game changing competency for majority of enterprises. Design Thinkers need to take a step back and re-think how to take this 
concept forward. The Design Thinking community will then follow and respond. Design Thinking needs a new lifting up into both tactical and strategic approaches. 
As we face the task of solving complex and strategic problems, it is the time for Design Thinking to step-up and become a key component on how to do this in 
order to understand customer needs, and to solve organizational challenges that corporations and society are grappling with. The ability to extract from Design 
Thinking methodologies can significantly help in the future. What is increasingly demanded today is to solve more complex problems in creative ways, and Design 
Thinking needs to work in harmony with many other thinking skills to make its contribution. It can connect to a wider universe of problems and complexity of 
design itself, over the centuries it broke out of past confines. Design thinking makes us all design-conscious if we allow it to. It is the human-centred design that 
can draw out the best of our thinking if we do allow it to. As Design Thinking has taken hold, there has been an increasing demand to raise up its capacity to help 
solving problems in our business complexities, in our countries and in our lives. 
Implementing design thinking is definitely not an easy task, but with it, you can create a workplace where employees look forward to work and innovate. This 
cultivates empathy for customers and paves the way for rapid prototyping and user testing to launch innovative products quickly to the market. Through design 
thinking approach, enterprises have seen dramatic improvements in their top and bottom lines, companies have been able to completely transform their lines of 
business and fight the disruption. 
 

REFERENCES  
BOOKS 
1. David Kelley and Tom Kelley, (2013), “Creative Confidence.” Crown Business, New York 
WEBSITES  
2. http://tip.touch.com.lb/design-thinking-important/ viewed on December 26,2018 
3. https://economictimes.indiatimes.com/news/company/corporate-trends/how-established-companies-like-pepsi-are-using-design-thinking-to-come-closer-

to-clients/articleshow/48718034.cms?from=mdr. Viewed on January 05,2019 
4. https://www.digitalsurgeons.com/thoughts/design-thinking/5-big-organizations-that-win-with-design-thinking/ viewed on January 05,2019. 
5. https://www.forbes.com/sites/lawtonursrey/2014/06/04/14-design-thinking-esque-tips-some-approaches-to-problem-solving-work-better-than-oth-

ers/#12d32e591627. Viewed on December 12,2018 
6. https://www.peoplematters.in/article/expert-views/businesses-are-embracing-design-thinking-be-more-innovative-12674. Viewed on February 05,2019 
7. https://www.telegraph.co.uk/connect/better-business/innovation/design-thinking-business/. viewed on December 12,2018 
 
 
 
  

http://ijrcm.org.in/
http://tip.touch.com.lb/design-thinking-important/
https://economictimes.indiatimes.com/news/company/corporate-trends/how-established-companies-like-pepsi-are-using-design-thinking-to-come-closer-to-clients/articleshow/48718034.cms?from=mdr
https://economictimes.indiatimes.com/news/company/corporate-trends/how-established-companies-like-pepsi-are-using-design-thinking-to-come-closer-to-clients/articleshow/48718034.cms?from=mdr
https://www.digitalsurgeons.com/thoughts/design-thinking/5-big-organizations-that-win-with-design-thinking/
https://www.forbes.com/sites/lawtonursrey/2014/06/04/14-design-thinking-esque-tips-some-approaches-to-problem-solving-work-better-than-others/#12d32e591627
https://www.forbes.com/sites/lawtonursrey/2014/06/04/14-design-thinking-esque-tips-some-approaches-to-problem-solving-work-better-than-others/#12d32e591627
https://www.peoplematters.in/article/expert-views/businesses-are-embracing-design-thinking-be-more-innovative-12674
https://www.telegraph.co.uk/connect/better-business/innovation/design-thinking-business/.%20viewed


VOLUME NO. 9 (2019), ISSUE NO. 08 (AUGUST)  ISSN 2231-4245 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, ECONOMICS & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

19 

A STUDY ON THE IMPACT OF RERA ACT ON CUSTOMERS AT SHUSHMITHA SOUTHERN HOUSING, 
CHENNAI 

 

SHUSHMITHA.R 
STUDENT 

DEPARTMENT OF MANAGEMENT STUDIES 
WOMEN’S CHRISTIAN COLLEGE (AUTONOMOUS) 

UNIVERSITY OF MADRAS 
CHENNAI 

 
ABSTRACT 

The project work entitled “A study on the impact of RERA ACT on Customers at Shushmitha Southern Housing, Chennai” www.rushmoressh.com was mainly con-
ducted to identify the resolved and unresolved factors within the Indian Real Estate Industry, radiating direct and indirect impact on customers after the implemen-
tation of RERA ACT across the Indian states and it found that RERA has increased Quality of Construction since Developers are made to give 5 years warranty period 
to Flat Buyers against Construction defects. It has made Developers deliver their projects On Time without delays. It has thrown a transparent picture of the Real 
Estate Industry where a customer can analyze the choices of property with the help of RERA validation features. Customers are courageously reporting to RERA 
offices whenever Developers violate Agreement norms and RERA steps in to set it right at once. India’s Global Image on Real Estate Sector has been upgraded by 
RERA act. 
 

KEYWORDS 
RERA Act, housing projects. 
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INTRODUCTION 
he Real Estate (Regulation and Development) Act, 2016 is an Act of the Parliament of India which seeks to protect Customers as well as help boost invest-
ments in the real estate industry. The Act establishes Real Estate Regulatory Authority (RERA) in each state for regulation of the real estate sector and also 
acts as an adjudicating body for speedy dispute redressal. The bill was passed by the Rajya Sabha on 10 March 2016 and by the Lok Sabha on 15 March 

2016. The Act came into force on 1 May 2016 with 59 of 92 sections notified and remaining sections/provisions came into force on 1 May 2017. The Central and 
state governments have notified the Rules under the Act. 
 

SCOPE OF THE STUDY 
This study has diluted and concentrated samples from SSH’s customers as well as general public living in Chennai City RERA zone in order to secure a more realistic 
feedback from Chennai’s Real Estate Industry.  
The scope of this study is to identify the impact of RERA on Customers and also hunt for grey areas for further curative measures for 100% Customer Protection 
under RERA era. The scope of the study involves the preparation of questionnaires and data sheet for Chennai RERA zone audience only. 
 

PROBLEM STATEMENT 
RERA Act has only protected the interest of customers (home buyers / joint development land owners) of projects executed on lands which are ABOVE 500 sq.m 
(5380 sq.ft/2.25 grounds approx.) and on projects with above 8 flats thereby failing to protect the interest of customers (home buyers / joint development land 
owners) of projects executed on lands LESS THAN 500 sq.m (5380 sq.ft/2.25 grounds approx.) and on projects with less than/equal to 8 flats.  
To illustrate the above said loop-holes with respect to Chennai RERA Zone, customers (home buyers / joint development land owners) are exposed to high risks in 
areas such as Anna Nagar, Ashok Nagar, Madipakkam, Adampakkam, etc. wherein most of the lands there are less than 5380 sq.ft/2.25 grounds approx.) and most 
of the projects are less than/equal to 8 flats. This research is limited to understanding Chennai Customer Behaviours under RERA era across the positive, negative 
and neutral parameters.  
In addition, there are other teething issues, monitoring concerns and grey areas revolving around the RERA Act which needs to be addressed and ironed-out for a 
fool-proof and water-tight RERA ACT. 
 

OBJECTIVES OF THE STUDY  
1. To study the impact of RERA ACT on Customers. 
2. To validate quality assurance, timely delivery & rectification procedures. 
3. To audit grey areas, corrective measures & speedy redressal of disputes. 
 

LIMITATION OF THE STUDY 
1. The study was limited to a short period only.  
2. The data depends totally on the respondent’s perspective, which may be proficient or biased or opinionated or ill-informed.  
3. In this study the sample size was 132 taken within Urban Chennai RERA zone only. Hence, it cannot represent the mind-set of Rural Tamil Nadu too. 
 

REVIEW OF LITERATURE 
Shubham Jain (May 9th 2018) is her article “How RERA change the real estate landscape” published by www.FinancialExpress.com stated that there is sea of 
positive changes post-RERA getting notified in the respective Indian states and the respective state governments will have to play an important role and be 
proactive in tackling issues of under-staffing and streamlining of operations of the RERA authority and tribunal. RERA success depends on the Political willingness 
and administrative efficiency of the State Government of the respective Indian States. The State Governments must take all pro-active and comprehensive steps 
to protect customer’s right using RERA Act. 
Samridhi Malhotra (Jun 5th 2018) is her article “Advertisement guideline in RERA” published by by www.rerafiling.com stated that the promoter shall not issue 
any advertisement in any manner including by the way of issuance of brochures, pamphlets, words of mouth, or in any other manner, for booking of the apartment 
or plots or building in real estate project without getting their particular project registered under RERA. If he/she is found advertising the project without getting 
it registered, he/she will be imposed on harsh penalties that are prescribed in the norms. After getting the project registered, the promoter then gets the right to 
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advertise his/her project via any sort of media like brochures, pamphlets, etc. Advertisements published for inviting buyers for the purchase of apartment/plot, 
shall be truthful and based on the facts as have been revealed to the authority with strictly no exaggeration or misinterpretation which may create a biased 
impression in the minds of the buyers about the property they are interested to buy. In case, the promoter is found advertising any false claims that he/she fails 
to deliver, he/she shall be exclusively liable for further penalties. 
 

METHODOLOGY 
The type of research design opted for this study is descriptive research design. Descriptive research is used to obtain information concerning the current status of 
the phenomena. Data collected for this study was from both primary and secondary sources.  
The main objective of this type of research is to describe the state of affairs as it exists at present. It determines the customer attitude towards the RERA ACT and 
its impact on them. This design was selected with the objective of knowing the impact of RERA ACT. The main characteristic of this method is that the researcher 
has no control over the variables; he can only report what has happened or what is going on. 
Data was collected using by distributing questionnaires through WhatsApp using survey tools and in-person sessions. Quantitative questionnaires (close-ended 
questions & mathematical and statistical calculations) were used. The structured questionnaire with majority of closed-ended with multiple choices was distributed 
to the respondents to be filled up. Likert and Dichotomous scaling techniques were used.  
Sample size selected for this study was 132 Stratified Sampling technique was used (Probability sampling).  
The populations representing real estate customers was divided into three layers / strata. Each layer / strata of the population consisted of Along with the Percen-
tile Analysis, statistical tools such as Chi-square and Correlation were used for data analysis. Software tools such as SPPS/ MS Word/ MS excel were used. 
 

Layer 1 Recent Past Customers of the company 

Layer 2 A Present Customers of the company 

Layer 2 B Prospective Customers of the company 

Layer 3 General Public outside the company 

 

ANALYSIS AND RESULTS 
TABLE 1 - GUARANTEED TIMELY DELIVERY & 5 YEAR DEFECT RECTIFICATION, POST-RERA 

 OPTIONS FREQUENCY PERCENTAGE (%) 

Strongly Agree 31 23.49 

Agree 92 69.69 

Neutral 7 5.30 

Disagree 1 0.76 

Strongly Disagree  1 0.76 

Total 132 100 

From the above Table, it is inferred that 23.49% of customers strongly agree that they are satisfied regarding guaranteed timely delivery under RERA regime, 
69.69% of customers agree the same, 5.30% are mixed mind-set about the same and 0.76% of customers agree that they are not satisfied regarding the same and 
0.76% of customers strongly agree they are not satisfied regarding guaranteed timely delivery under RERA regime. 

 
TABLE 2: UNHAPPY THAT RERA DOES NOT PROTECT FLAT BUYERS OF PROJECTS WITH <= 8 FLATS AND <= 2.25 GROUNDS IN INDIA 

 
 
 
 
 
 
 
 
From the above Table, it is inferred that 56.06% of customers strongly agree that they are unhappy that RERA does not protect flat buyers of projects amidst <= 8 
flats and <= 2.25 grounds, 43.18% of customers agree the same, 0.765% of customers are having mixed mind-set about the same, 0% of customers disagree the 
same and 0% of customers strongly disagree that they are unhappy that RERA does not protect flat buyers of projects amidst <= 8 flats and <= 2.25 grounds. 
 

TABLE 3: 100% SAFE TO BUY FLATS FROM RERA REGISTERED PROJECTS IN INDIA 
 
 
 
 
 
 
 
 

From the above Table, it is inferred that 51.52% of customers strongly agree that they feel 100% safe to buy flats from RERA registered projects, 42.42% of 
customers agree the same, 3.79% of customers are having mixed mind-set about the same, 2.27% of customers disagree the same and 0% of customers strongly 
disagree that they feel 100% safe to buy flats from RERA registered projects. 
 

FINDINGS 
1. Maximum respondents (92%) were extremely happy that RERA has made Developer accountable and punishable for delay and construction defects. 
2. Maximum respondents (70%) were happy that RERA has guaranteed Timely delivery by Developers. 
3. Maximum respondents (78%) were happy that RERA has Developer assure Maximum Quality of Construction and 5-year rectification commitment. 
4. Maximum respondents (52 %) profoundly endorsed that it is 100% safe to buy flats from RERA Projects. 
5. Maximum respondents (98%) wanted all projects irrespective of number of flats and land extent to be covered by RERA 
6. Maximum respondents (100 %) wanted more regulatory norms for RERA to make it loop-hole free  
7. Maximum respondents (89%) endorsed that RERA has regulated the real estate industry 
 

SUGGESTIONS 
1. RERA acts must guards all Customers across India irrespective of Total Land Extent and Total No of Flats. Currently, Developer projects with <= 8 Flats and <= 

2.25 Grounds are NOT covered under RERA thus exposing Flat Buyers of such projects to potential RISKS. This loop-hole must be addressed with immediate 

OPTIONS FREQUENCY PERCENTAGE (%) 

Strongly Agree 74 56.06 

Agree 57 43.18 

Neutral 1 0.76 

Disagree 0 0 

Strongly Disagree  0 0 

Total 132 100 

OPTIONS FREQUENCY PERCENTAGE (%) 

Strongly Agree 68 51.52 

Agree 56 42.42 

Neutral 5 3.79 

Disagree 3 2.27 

Strongly Disagree  0 0 

Total 132 100 
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effect. RERA act must also protect customers of projects with <= 8 Flats and <= 2.25 Grounds and this corrective measure will make the act 100% loop-hole 
free one.  

2. RERA act must bring more reforms to rope in the Professionals such as Engineers and Architects vouch for Quality Assurance since they are the spine behind 
Developer’s RERA registered projects. RERA must bring them within the legal loop so that Developers are cornered on all sides to delivery on time with hi-
quality of construction.  

3. State government bodies across Indian states must enforce all norms effectively without any laxity since signs of laxity will kill the very essence of what RERA 
stands for.  

 

CONCLUSIONS 
RERA has increased Quality of Construction since Developers are made to give 5 years’ warranty period to Flat Buyers against Construction defects. It has made 
Developers deliver their projects On Time without delays. It has thrown a transparent picture of the Real Estate Industry where a customer can analyze the choices 
of property with the help of RERA validation features.  
Customers are courageously reporting to RERA offices whenever Developers violate Agreement norms and RERA steps in to set it right at once. India’s Global 
Image on Real Estate Sector has been upgraded by RERA act. 
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