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COUNTRY CHARACTERISTICS AND INFLATION: A PANEL ANALYSIS

PROFESSOR OF ECONOMICS
DAEMEN COLLEGE
4380 MAIN STREET, AMHERST, NY
U.S.A.

ABSTRACT

This paper uses panel regression analysis on annual data across countries for the period 1996 to 2008 to look at the potential effect of four country
characteristics, economic development, corruption, government size, and military size, on inflation. The central hypothesis is that some country attributes are
likely to make countries more inclined to inflate, while other country characteristics are apt to make countries less inclined to inflate. The findings indicate that
statistically each of these four country traits affects a country’s propensity for inflation. Although policy makers may have the power and the technical know how
to control inflation, the extent to which they do depends on the pressures and incentives on policy makers within the country to do so. These in turn depends on a
country’s personality or a country’s DNA. There are many traits or attributes of countries that may make them more or less prone to inflation. Four potential
country characteristics that are likely to influence inflation are the extent of economic development, the amount of corruption, the size of government, and the
size of the military. The purpose of this paper is to use cross country panel regression analysis to empirically access whether or not any of these country
characteristics have inflationary implications. The paper is broken down into five sections. The first section reviews a few relevant economic articles on inflation.
The second section provides a country attributes model of inflation, and, within the framework of the model, discusses the four country attributes considered in
the paper. The third section identifies the variables that are used in the empirical analysis and their sources. The fourth section shows the results of cross country
weighted panel regressions of inflation on country characteristics. The fifth section concludes.

KEYWORDS

Inflation, Economy, Policy, Country.

I. ITERATURE HIGHLIGHTS
n the spirit of the present study, Aisen and Veiga are concerned with going one step beyond just simply explaining differences in inflation performance
between countries as resulting from differences in the conduct of monetary and fiscal policy, but want to explain why countries differ in the conduct of
monetary and fiscal policy (Aisen and Veiga 2006). Using a system-generalized method of moments estimator that can account for endogeneity between
variables on a panel of one hundred seventy-eight countries for the years 1960 to 1999, they look at the effect of political instability, as measured by the number
of government crises and by the frequency of cabinet changes, as well as a host of other variables, including the percentage of agriculture to GDP, the
percentage of trade to GDP, and a measure of economic freedom, on inflation. Their results indicate that political instability is not just statistically relevant, but
also quantitatively weighty. They suggest that greater political instability is likely to increase inflation because it makes governments more likely to use
seigniorage instead of taxes to finance expenditures.
Early on, Kydland and Prescott noted, that, when inflationary expectations of the public are based on policy choices, decisions of policy makers can have an
inflationary bias that is out of tune with the desires of the public (Kydland and Prescott 1977).
Under an implicit presupposition that the central bank has the power over inflation through monetary policy, Hommermann and Flanagan design their empirical
model to look at factors influencing the central bank’s decision of how much to inflate, its incentives, and the weight given to inflation control (Hammermann
and Flanagan 2007). In their empirics, they set up a panel consisting of nineteen transition economies for the years 1995 to 2004, and consider a whole host of
variables that could cause inflation differentials between countries. Some of the variables that they find to be important inflation determinants include
liberalization and trade openness, the terms of trade, publicly administered prices, political stability, public debt, and financial market development.
Mafi-Kreft and Kreft test the hypothesis that limiting discretionary power in monetary regimes in transition economies disciplines monetary policy leading to
lower inflation (Mafi-Kreft and Kreft 2006). Controlling for the budget deficit, real GDP growth, trade openness and agricultural share, they do panel regressions
on twenty five transition economies for the years 1995 through 2001 of inflation, as measured by the depreciation of the real value of money, on central bank
independence, on exchange rate flexibility, and on two dummy variables, one identifying whether a country is on a hard peg regime and the other whether a
country is on a fast track to join the EMU. In support of their hypothesis, they typically find the appropriate signs and statistical significance for each of the latter
four variables in their equations.
In a nice little article, Al-Marhubi focuses on economic freedom as a potential underlying cause of differences in inflation performance of countries (Al-Marhubi
2006). After providing several reasons why greater country freedom might lead to lower inflation, he runs cross country regressions of inflation on economic
freedom for one hundred and eight countries on average annual data over the period 1970 to 2000. He finds a negative and statistically significant relationship
between inflation and economic freedom when inflation is regressed on freedom alone and when controlling for other variables such as the level of economic
development, trade openness, and central bank independence. From his results, Al-Murhubi concludes that economic freedom is certainly one of the important
factors that need to be evaluated when considering whether a country will pursue enough monetary restraint to keep inflation under control.
Joshi and Acharya look at the effect of trade openness on inflation for a single country hypothesizing that greater trade openness generates conditions that
reduce upward pressure on prices thereby lowering inflation (Joshi and Acharya 2010). They use cointegration analysis on quarterly data for twenty one years
for India for the period 1984-85 to 2004-05 and find evidence for the presence of a long term positive relationship between inflation and openness when using
alternative measures of trade openness and when including and excluding traditional money supply variables.
Based on an inflationary model that allows, under certain circumstances, government bond issue, as well as the money supply, to have inflationary
consequences, Kwon, McFarlane and Robinson look at public debt as a potential source of inflation (Kwon, McFarlane and Robinson 2009). Using regression
analysis on a panel consisting of seventy one countries over a period of forty-two years from 1963 to 2004, they find, that while increases in public debt is not
typically inflationary for developed countries, it is generally inflationary for developing countries, especially for highly indebted developing countries.
Staehr uses panel estimation on annual data from 1997 to 2007 for ten new European Union members from central and Eastern Europe, and finds, among other
things, that countries with large government debt tend to experience higher inflation than other countries (Staehr 2010).

Il. THE VARIABLES AND THEIR DATA SOURCES

As is typical case for international data, there are a lot of missing values. The data set consists of annual data from 1996 to 2008 on a maximum of one hundred
and ninety countries. The measure of inflation is the annual percentage rate of inflation using the GDP deflator. It comes from the World Bank’s World
Development Indicators (World Bank 2009). The measure of corruption (CORRUPT) is based on the corruption perception index of Transparency International
(Transparency International 2009). It is computed as ten minus the corruption perception index and ranges from a low value of zero to a high value of ten with
higher values indicating greater corruption. The proxies for the level of economic development, the size of the government, and the size of the military are,
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respectively, real per capita GDP in 2000 U.S. dollars (GDPPC2000), the percentage of government spending to GDP (%GOVGDP), and the percentage of military
spending to GDP (%MILITARYGDP). The data for the three variables comes directly from the World Bank’s World Development Indicators.

lll. THE COUNTRY CHARACTERISTICS INFLATION MODEL

The model consists of a single equation. The equation is as follows.
I=f(T)

In the equation, | represent a country’s inflation rate, and T is a set, or vector, of country characteristics. The model merely puts forth the hypothesis that
inflation, or the inflationary tendency of countries, depends on country traits. The basic notion is that different country characteristics are not only essential
sources or causes of inflation but that they are also associated with different mosaics of incentives and pressures on inflationary decision makers with regard to
how much to inflate.

Among the many possible characteristics with inflationary consequences, four potentially important country attributes are the level of economic development,
the extent of corruption, the size of the government, and the size of the military. It is anticipated that there will be a negative relationship between the level of
economic development and inflation, and a positive relationship between corruption and inflation, the size of the government and inflation, and the size of the
military and inflation.

Different levels of development are likely to influence whether a country has a bigger or smaller proclivity for inflation. Inflation occurs when aggregate demand
is greater than aggregate supply, or, dynamically, when the increase in aggregate demand is greater than the increase in aggregate supply. Poor developing
countries have low productivity, and generally experience little or no productivity increases over time. Rich developing countries, on the other hand, have high
productivity and established institutions and research organizations that insure growth of productivity. Thus, any upward shift in aggregate demand is likely to
have greater inflationary repercussions for developing than for developed countries.

Corruption is apt to have inflationary consequences for several reasons. First, corruption places an added burden, in one form or another, on society. Someone is
going to have to bear the cost of those living by corruption, and, as a general rule, higher costs spell higher prices. Second, there is a reduction in overall
production (increased inefficiency in the overall economy) from corruption, as resources devoted to corruption are not used for productive activity. Third, from
witnessing people living ‘unfairly’ from corruption, corruption dampens the incentives of those engaged in productive activities and gives them an incentive to
switch to corrupt activities.

One reason why bigger government may have negative inflationary consequence is that, given a constant level of aggregate demand, bigger government can be
inflationary if it transfers resources from more productive private uses to less productive public uses. Such a misallocation is likely to occur with increased
frequently as the government grows in size due to the presence of diminishing returns in the two sectors. As the government grows, the government will have to
dip more and more into activities in the private sector that have higher and higher profitability and use them for less and less valuable functions in the public
sector.

Studies have found that the size of government has a negative effect on economic growth beyond an optimal size and that a large number of countries in the
world are currently operating beyond their optimum. Because government size has a negative effect on economic growth, one of the channels by which
government size may have a negative impact on inflation is through its negative effect on economic growth.

If the government expands for regulatory purposes, and the regulation, in line with capture theory, is ineffective, then the result is a higher cost of doing
business and higher prices along with a greater expansion of a burdensome do nothing government bureaucracy.

There is also an inflationary bias in the way government pays for its factors of production and prices its goods and services. The pay of government workers, of
fireman, of policeman, and of military personnel rarely, if ever, goes down, but rather, it is a matter of how much the increase in their pay there will be. In terms
of the price of government goods, a similar phenomenon occurs. Now, the bigger the size of the government, the more this inflationary governmental bias in
wages and prices takes hold of the economy.

What’s more, the government tends to prop up or maintain industries, especially big industries, that otherwise would be declining in response to changes in
relative scarcity prices. By so doing, the government prevents resources from properly reallocating to their current highest valued uses and artificially supports
wages and prices above their true equilibrium values in these industries.

In addition, most governments have a series of programs such as unemployment insurance, minimum wage laws, and welfare that tend to make wages and
prices slow their rate of decrease less than they would otherwise in the face of adverse circumstances.

Finally, but by no means of least importance, the government needs to finance its expansion. Increases in government spending can only be financed in three
ways, by increasing taxes, by increasing public debt, or by printing money. All three of these have potential inflationary consequences.

As with the expansion of the government, and, perhaps, even more so, the expansion in the size of the military is a real potential inflationary danger. Most of
the reasons offered as to why the growth in government size is inflationary are applicable with even greater force for military size. Political leaders are often
enamored with the power that accompanies military expansion. Weapons are expensive and quickly become obsolete, and the military can easily become a
perpetual sink hole for scarce resources. In the middle of the twentieth century, U.S. President Eisenhower coined the phrase military industrial complex to
characterize, once established, the stubborn entrenchment, perpetuation, and growth of the military within the economy and the political system.

IV. PANEL REGRESSION RESULTS

Table | shows the results of cross country weighted panel regressions on annual country data from 1996 to 2008.
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TABLE I: CROSS COUNTRY WEIGHTED LEAST SQUARES PANEL REGRESSIONS OF INFLATION ON COUNTRY CHARACTERISTICS

(1) (2) (3) (4)

CONSTANT 2953 | 2060 | 19.81 | 21.39
(34.24) | (24.06) | (23.96) | (26.18)

* * * *
LOG(GDPPC2000) | -2.757 | -1.338 | -1.458 | -1.863
(-30.09) | (-10.24) | (-12.77) | (-15.48)

* * * *

CORRUPT 6853 | 6364 | .3402
(8.54) | (836) | (4.21)

* * *

%GOVTGDP 1012 | .0768
(5.60) | (3.67)

* *

%MILITARYGDP 3414
(4.97)

*

RSQ 283 358 528 547
DURBIN WATSON | .956 862 822 857

STATISTIC

COUNTRIES 190 172 161 141
OBSERVATIONS | 2361 1464 1334 1196

The table contains four equations. The first runs inflation on the level of economic development alone. The second adds the extent of corruption as an
explanatory variable. The third adds the size of government, and the fourth tacks on the size of the military.

The equations are labeled in the first row of the table. The first column of the table identifies the explanatory variables. The list of explanatory variables is
followed by a few relevant statistics. Each of the subsequent columns in the table shows the results of a single regression run. The body of the table shows, for
any given equation and explanatory variable, the estimated coefficient (the top value) and its associated individual t-statistic (the value below the estimated
coefficient in parenthesis). If a variable is significant at the one percent level or better in an equation, then an asterisk appears under the individual t-statistic.
The results indicate that all four attributes of the economy are important for inflation, with higher levels of economic development leading to lower levels of
inflation, and greater corruption, government size, and military size, leading to higher levels of inflation. Each of the four nationwide characteristics are
significant at the one percent level of significance or better in every equation in which they appear and their coefficients always have their theoretically
expected signs.

The magnitude of the estimated effect of each of the variables is also quite substantial. Examining equation four, the equation containing all the explanatory
variables, shows that an increase in the level of economic development brought about by a jump in per capita GDP from one hundred dollars per capita to one
thousand dollars per capita is associated with almost a one and nine tenths reduction in the inflation rate. A one percentage point increase in the size of the
government, which is measured by the percentage of government to GDP, leads to around an eight one hundred percent jump in the inflation rate. The make-up
or composition of the government seems to really matter for inflation. The effect of the size of the military is about five times that of the size of the government.
A one point upward jump in the size of the military that is calculated by the percentage of military expenditure to GDP causes the inflation rate to go up by over
there tenths of a percent.

V. CONCLUSION

There is a tradition in western society, that if we understand the cause of something and how it works, then we can put it under our conscious control for our
benefit. However, sometimes the very conscious control, not the knowledge of how something works, is the real problem. In this case, it is character that comes
into play. Almost everyone, and certainly almost all economists, knows that inflation is caused by too much money chasing too few goods. However, given we
have the knowledge of how inflation works, the real question is the search for the underlying factors as to why some countries tend to readily put themselves in
an inflationary state, while other countries have less of a tendency or predisposition to do so. This study has found that four country traits, the level of economic
development, corruption, the size of government, and the size of the military matter for inflation. If a country desires to be less inflation prone in the future, it
would do well to promote economic growth and development, to come up with ways and means to reduce corruption, to undertake measures to keep the size
of government under control, and to establish methods for keeping military expansion in check.
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ABSTRACT

Now day’s world perceived that situation of financial statements in enterprises are critical and companies where most of them escaped from primary effect of
credit crisis observe that to make their required capital has been more difficult. If we add increasing prices and decreasing demand to this difficulty, we can find
out that why the role of financial managers and need of changing of perception of shares’ owners from their traditional role into a financial engineer thinker will
rapidly day-by-day. The objective of this paper is to study the role of financial managers in recent global financial crisis and challenges & opportunities in front of
financial managers of enterprises in different industries .In regard to existence circumstance of this crisis and changing role of financial managers will be
discussed. The present article is based on research of descriptive kind and its information collecting tools is library method. The obtained results of the
accomplished studies indicates that global recession comprises the opportunities such as: access to cheap financial sources - accessing possibility to more liquidity
- stock price stabilization - stock better performance - the possibility of communicating development with other efficient global stock exchange - making pattern
from foreign enterprises. The global crisis also involves the challenges alike: informing power development and information technology -transparency in produced
information in to stock market -the necessity of observance of accepted accounting standards - the existence of more analyzers in market and generally it
comprises increases quality level of decision making for financial managers in market. the results of this research is used for financial and economical politicians
and decision makers in capital market, investment companies, users of security exchange market, insurance companies, top managers and also financial
managers of various industries. Therefore in this paper has been tried to identify the fundamental challenges in front of financial managers and with study of
performance of financial managers’ various duties in financial crisis, the relation quality among these areas will be analyzed. Undoubtedly examine of potential of
every of theses area can clarify the basic challenges in strength and weakness of financial managers’ performance. Because the main challenge of financial
managers in any organization can be qualitative empowerment and promotion of financial managers in financial area for continuous solving of unexpected
events such as recessions.

KEYWORDS

Recession, crisis, Financial Crisis, Financial Managers, capital Market, Market knowledge, challenges& opportunities, Globalization.

INTRODUCTION

he concept of global crisis can be in meaning of deviation of common balance situation of organizations’ relation with global environment in manner

that they have to be aware of it.

Lary Smeet Manager of crisis institute has defined the word of recession as a main confusion in countries, where is under expanded news coverage and
curiosity of people incite them regarding to particular matter in common activities of organization this factor can have political, financial, governmental and focal
effect on leading structure of organizations into their goals .The global financial recession is a phenomena with much effectiveness probability that threat the
executive capability of organizations in many countries. And its specification factor indefinite and ambiguous of its solving tools effectiveness and decisions
regarding facing to it should be taken rapidity. Any how the financial crisis do not reveal suddenly and most of them are having warning signs that shows the
potential difficulties and complexities and it has interesting similarity with a biology model .

In other side nowadays in each institutes including private, cooperative or public whether with profitability or non-profitability purpose financial management
perform a principal role. Financial management considered as a scientific filed because financial affairs is set of reality, facts and Principles that related with
providing and Applying financial resources through people and business organizations, government,

Since the financial affairs are lifeblood of all activates in any organization and their control and protection is with financial managers, it is quite clear that the
matter of control and directing of financial sources and its important role in life of organization has created many expectations from financial managers.

So due to all these the role of financial managers has considered very important in recent years.

Due to ever increasing of enterprises’ need to redesigning of philosophy and policy of management for constant making competition continuation leads to a
global enterprise in real meaning.

So to have strong team of empowered and efficient financial managers is of numerous advantages that with their beneficial performance will assist the company
in challenging with financial global crises and passing it and also to compete in this new time for achieving the feature of companies.

Therefore to have powerful and strong human resource in financial affairs part that is most important department of any organization cause that individuals in
this section have ownership feeling in decision making and be obliged towards its result and also increase their productivity and efficiency and whereas the top
managers of companies can facilitate their experiences to subordinates through training in order to make their decisions rapidly and correctly.

Therefore if financial managers learn the necessary training for empowerment and effectiveness so they can be able help to external as well as internal clients
and respond their demands.

Since financial managers can take necessary decisions there is no need to permanent presence of top managers to guide in any case .financial managers when
take decision on their own initiative in regarding matters will have well perception toward themselves and having motivation and appear their inherent talents
and ownership feeling and organizational belonging will be dehiscent in them and consider themselves participant in their company’s destiny.

At present the conditions, specification and identification of financial managers is developing rapidity and numerous expectations have been appear from
financial managers because the financial analyzing techniques have been more complicated and most of enterprises are acting in global level or financing their
required financial sources in that level .

Therefore, financial managers should be acquainted with market conditions and capital and its risk and fluctuation.

Financial manager usually is a specialist that has general knowledge in various area of financial affairs and undertaking the main duties such as budgeting,
financing, evaluating the capital projects, planning marketing strategies ,products pricing and financial analysis . The role of financial managers is so important
that its place will elevate to directing manager and be suitable replacement. In fact, the top management of enterprises will have confidence to those who
protect from their companies in bad situation of credit and finance and could attract the market confidence.

Therefore, with this preface financial managers should consider following three main processes in order to analyze the global financial crisis and forecast its
effect on their organizations:

> Management of Crisis before occurrence.
> Management of Crisis during occurrence.

> Management of Crisis after occurrence.
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But it should be considered that observing to each of above processes themselves contains of particular arrangement regarding preventing and or minimizing
the effect of financial recession in order to be able to keep the organization secure.

THE REASONS, KINDS, SIGNS AND CONSEQUENCES OF FINANCIAL CRISIS

The study of west financial crisis and its effect on economy of countries is the issue of the day of most of economical, scientific and financial gathering.

The appearance of financial recessions put the financial managers in inculpation exposure and reduce the confidence to self disciplinary to financial profession in
other side the crisis arising reveal the necessity of identify necessary substructures to carry out the accounting and auditing standards by financial managers who
in fact are main executives, and special attention in to confidence crisis in global markets. The financial crisis is the case that money demand increases towards
money supply rapidly or the case that the value of financial institutes or financial assets mainly decreases.

But in Ferdirk Michkan'’s belief that the financial crisis is the non linear break that causes the financial market not to be direct the funds in to yield investment
opportunities, in this manner it is said that the crisis signs are :

> Bonds decline
> Stock market decline
> Credits market decline

> Exchange rate decline (National money decrease more than 25%).
These are some of financial recession signs .Therefore the financial crisis contains the forms such as exchange crisis, banking crisis, liabilities crisis or mix of these
three cases.
From other side the financial crisis consist of essential and non-essential reasons and rupture of economical policy containing of money growth, inflation, tax
increase, budget shortage and business circles are of essential reasons and market psychological aspects such as news importance or hearsays on market
atmosphere and psychological mechanisms like non harmonic information, market following and morosely in depending markets are of non-essential reasons of
financial crisis. The transmission channels of recession are also the financial and business channels, economical similarity and geographical nearness or political
coordination.
Also the financial crises are havening the following issues:

> Stock value reduction, users’ confidence reduction and economical stagnancy of Europe and U.S.A.
> Reduction of demand, oil and mettle and petrochemical products price.

> Developing budget reduction in inside Arabic countries and reduction of new appearance economical growth.

THE GLOBAL FINANCIAL RECESSIONS AND CHALLENGES IN FRONT OF FINANCIAL MANAGERS

The financial recession has some consequences for financial managers in its follow that can be indicate to some of them as: The starting of government’s
interference in financial and accounting affairs, completion of securities law in 1933, law of securities exchange market and organizing the securities and
Exchange Commission (SEC) in 1934 and assignment of responsibility of accounting standards completion and supervising on reporting to SEC, considering
importance of financial managers’ role in application of capital market ,auditing necessity in stock exchange market of New York, professional initiative and
accepting the completion responsibility of accounting principles &methods , try for standardizing the accounting methods and demand increases for accounting
and finance services all are of advantages and disadvantages of financial recession’s occurrence in finance &accounting profession.

FINANCIAL INFAMIES AND CONFIDENCE CRISIS

The financial reporting crisis of 1999 to 2001, insolvency of companies like Anron, Worldcum, profit management increases and deception and responsibility
recession in auditing and financial management are causes so that the confidence to financial affairs and financial managers is reduced.

The consequence of confidence crisis for finance affairs was confidence reduction to self disciplinary and reassessment in accounting standards and approval of
the Sarbanes —Oxley Act in 2002. This event was considering to leadership of companies and responsibility of Board of Directors in creating and preserving
internal control systems and reporting and also increases in financial managers’ responsibility in reporting. And the dependence of Financial Accounting
Standards Board of U.S.A (FASB) in to Securities and Exchange Commission (SEC) in financing was created and the supervision board on financial affairs of
enterprises was organized

THE FINANCIAL CRISIS OF 2007 TO 2009

The house price rectification in America leaded to second grade crisis of mortgage loans and then causes for crisis occurrence in area of liquidity, energy and
price of food products ,stock markets and automobile manufacturing so that the area economical stagnancy and crisis be expanded in this way financial
recession of U.S.A was exposure to whole world, the final data of 2007 showed that foreign investments in American securities were $6000 billion (except
investment in treasury securities ) and more than $6500 billion American investment in Foreign securities was estimated on the other side the volume of
Import& Export of U.S.A was more than $3000 billion in 2007.

THE RECESSION CRIMINALS AND ITS LEARNING

The legislators, stewards, international financial system, companies, Managers of enterprises, Ranking institutes and also auditors and financial managers are as
an examples of responsible and criminals in Occurrence of recent financial recession.

Neglect of risk, Liquidity consideration and cashable, accounting economical consequence and suitable sub structures of market are lessons of recent financial
crisis.

The case of neglect of risk was one of the basic matters in recession in manner that inattentive in to various dimensions of risk, more optimism, too much relying
on mathematical models and moral slant (the loan giving model for its sale vis-a-vis giving loan for its receipt) causes crisis.

Anyhow all aforesaid channels should be studied and analyzed by financial managers of developing countries and they can disclose more the effect of these
elements on growth and economical development and assist the managers in solving the problem of global financial crisis , therefore the countries which have
not taken rapid steps regarding globalization have been less involved in difficulty and the countries where their economy have been combined or more
depended in global economy been more damaged because of negative consequence of financial recession although we cannot forgo of this important matter
that the extent of vulnerability of every country depending on policies of financial managers of various organization and institutes of those countries and the
strategic decisions that they can take for confront with crisis .

Financial managers analyze the effect of internal as well as external factors on creation of recession and make use of challenges and opportunities and with
strategic management’ perception specify the securing plan and way of meeting with crisis and make best use of necessary financial technique.

PERFORMANCE OF FINANCIAL MANAGERS IN FINANCIAL RECESSION

Role of financial managers have been involved abundant changes during passing time in organization the financial techniques have been complicated
fundamentally most of companies have activity with several objectives some of them working in international level and others are doing business at same time
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with so many organizations all of these organizations need to financing their required financial resources so here is necessary that financial managers be known
about capital market conditions and the method of keeping asset and clarifying the method liabilities combination budgeting, financing, investment project
evolution ,planning for marketing strategies all are important role that the financial managers undertaking nowadays. The global economic crisis of today and
credit bad condition and complicating nature of enterprises have created the competitive area among financial managers so that the company will give the
administrating affairs to those who can able to protect and defend of his company’s credibility in bad financial and credit conditions The new performance of
financial managers can be expressed in following categories:

ROLE OF FINANCIAL MANAGER IN ENTERPRISE’S LEADERSHIP

Financial Managers discharge key role in leadership of enterprises and they will be enterprise’s main helmsmen practically along with managing directors. Axial
role of trading and work model scenarios designing and activities and strategic programs compilation of enterprise will be in financial managers, undertaking.
The following two important events will effect on output and future of enterprise:

> Planning and strategic management on resources in direction to value creation for all users will be put in enterprises, work order.

> Strategic management forwarding responsibility on resources and enterprise’s goals certainty will be in leadership team undertaking of organization.
Financial managers will have axial and active role in leadership of organization and therefore they should necessarily have expand and aware vision to concept of
strategic management on sources and apply it.

RISK MANAGEMENT

Due to competitive aggravation and contortion of work& business environment the risk of enterprises have been increased and will be and the permanence and
continual activities of enterprises will be faced to ever increasing dangers.

Financial managers at present are member risk committee in most of companies and some time they are undertaking the main responsibility of risk
management dep. of enterprise.

The financial management will undertake larger duty and role in modeling and future probable risks evaluation, determine effect of kinds of risk effect on
progressing an occurrence of strategy and determining profit and analyzing and reporting risk to interested parties.

INFORMATION TECHNOLOGY

The information technology and application of computer has fundamental role in financial manager’s performance as follows:

the possibility of financial accounting &management accounting acquisition will be fully available and in addition to extent of reporting scope, the consolidating
and more effective information providing filed to management of organization and external users(shareholders mostly) will raised.

Whenever we will the accounts will be closed and financial statements will be preparedly and profitable immediately

This will added on time value of reports and help to management controlling exercise and shareholders decision making.

With developing data processing capacity and giving most of voluminous and timely affaires to computer, financial managers will find opportunity to do speared
duties and responsibilities that delegated on them in new condition strategic management to resources and implemented it.

MARKET KNOWLEDGE

The element and factor of accounting in duty collection and role of financial managers has been faint-colored and their role will be relief as financial engineers
and market analyst.

In financial reporting market, analyzing and customer valueless measurement is un-ignorable and financial managers in exercising customer management will
play effective role. Since duties such as internal control exercising still will remain as basic parameter of role and duties of financial managers

SHAREHOLDERS

The decision made by financial managers about profit apportion is their most important duties. In whole of the world the profit apportion proposal will be
determine by board of directors and on the bias of liquidity considerations and surplus fund and on market reasoning but in some countries like Iran such kind of
decisions is under Assembly’s responsibility and those individuals who are not much familiar with enterprises, investments and also liquidity position will make
decisions about it, so it is of financial managers, association to remove existence problems because the decision making about profit apportion through
shareholders is not in part of correct method. some of investment enterprises available in bourse, their stocks are less than logical value per share so the
solution of this matter for financial managers is that to sell their portfolio stocks and with its determined cash buy the subsidiary stock which is available in
market in this case the regarding difficulties will be solved .

Financial managers Communication with share holders will be close more rather more variety and information expedition which financial managers will give to
share holders and in general to capital market in feature will not comparable with today,

Providing profitable information about value creating of enterprise for shareholders and analyzing that, feature income delivering potencies reflection of
enterprise and or adventure and risk which threat enterprise, will propound financial managers as most effective informer to shareholders and capital market

REPORTING

Various accounting standard which are usual in today’s word, will come closer and similar to each other, hence financial reporting will enjoying of more
absolutely, and coordination. Accounting will find great lore as common language of business work in world- wide. Capital market and shareholders as more
important users will determine more various information products from financial report. this will find large scope especially whit devolving and promoting work
out reporting from management accounting area and necessity of providing them to shareholders will get more scope and speed the anther element which
effect on financial reporting expand the necessities of capital market on performance reporting organization corporate ion that causes that organization
cooperate be evaluated and measured from various dimensions and reflecting regularly to shareholders.

The other main change in financial reporting is on time reporting facility and shorting of reporting intervals that as mentioned before it will be possible because
of information technology application and will develop continuously.

It is obvious that financial report validity and relining depend on level of internal control quality system that its exercising as basic duty still will remain with
financial managers.

FINANCIAL MANAGERS’ ACTIVITIES FOR CULTURE MAKING

Financial managers have undertaken the decision-making in enterprises, value and due to skill that they have in financial analysis and assets value
determination, they are able to measure the effect of these decisions on enterprises, value. Financial Managers in Iran have not found their value and place and
this is duty is in financial managers, undertaking that to act in direction of enterprises, culture making.

THE OTHER CHANGES &DUTIES
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With increasing importance of biological environment al sociology responsibilities the enterprises, stability will be depending on social responsibilities fulfillment
by organizations. The financial managers will have more role in exercising social responsibility accounting and environmental accounting and organization share
reflection in fulfilling this responsibilities.

Regarding to organizations, emphasis on value based management exercising, Applying tools and techniques progressing of value creation by financial managers
is enjoying of special importance.

Some of works and activities of enterprise is other subject that it wills more developing and spreading in future. Financial analysis regarding to warped matters
of acquisition and absorption of companies and works outsourcing and show for decision making will be of main duties of financial managers.

One of other main areas of feature financial managers, work is allocating of capital recourses and capital management and will help to run enterprise with
minimum capital expenditures end.

At end that with impetrating of enterprise governance; future financial managers will undertake the measurement and reporting responsibility of executive
managers and top manageress performance in compellation of favorable strategies of organization, progressing and accordance of strategic goals and
management exercising.

However, the reality is that today’s Financial Officer is much more than a cruncher of numbers. The Financial Officer of today is a dynamic part of any program
team. He or she may still come from an accounting or business background but the nature of the work in today’s public sector environment means that simply
knowing numbers is not enough. Financial Officers are called to provide insights along with their numbers —they have to know how their calculations are applied
within the context of a program or department.

In fact, Financial Officers are likely some of the best-informed, most broadly focused individuals in any given department or project team. This basis makes them
the logical leaders of this burgeoning century. Indeed, steps are already in place to ensure that these financial professionals are better integrate and better
utilized — but more must be done.

CONFRONTING WITH RECESSION

As It has been indicated in to main global financial crisis of past century and its consequence in previous parts and subsequent to that the performance of
financial managers at the time of recession in various area were analyzed and evaluated and it was stated that economical stagnancy and present global
financial crisis causes the increase of financial managers’ role in enterprises and in compare to past years some more financial managers participated in
strategies completion and risk management prioritized .

Therefore here in this part the actions that has taken place and the recommended solutions stated and therefore in beginning, the most factors of recession
confronting will be indicated which are used strategies by financial managers in a control effective and role plying they are as follows:

> Reduction of interest rate.
> New liquidity infusion to financial institutes.
> Purchasing of problem financial assets.

> Financial policies such as tax reduction and increase in construction costs.

So in this regard financial managers with make use of necessary financial tools should assist the top managers of enterprises in optimum use of internal as well
as external financial sources , financial managers instate of focusing on companies’ strategy, should do for processes that through them the organization could
provide their sources in suitable way and since the knowledge and power have been dispersed the financial managers should be able and urge that be effective
on strategies of organization. In some cases his judgment of financial managers and their analysis for arbitration regarding judgment is more important that
figures expressed. The prosperity is that we empower financial managers even with limited authority so that they can be able to have innovation and creativity
and providing suitable innovation in financial amazement and crisis.

Financial managers estimate the probability of financial crisis occurrence with use of financial techniques such as financial ratios and breaks even point through
combination of group of these techniques and with use of statistical multiple variables. When a set of financial variables will be consider for financial recession
forecasting, the choosing of a suitable statistical method for determining of financial recessions and insolvency is very important.

CONCLUSION

With structural and principle changes which have been appeared in business conditions and, it will be continued and the basic changes have been created in

expectation of users of financial reports, the financial manages’ role faces with significant changes and their role enjoy of more complexity and more importance

consequently in such situations financial managers as vigilant conscience of organizations with observance of professional ethic and trustee keeping can provide
the financial clear and reliable reports to all users of financial information particularly stockholders.

In any case financial managers should have active presence in fields’ activity and as effective member of organization’ leadership perform their role in achieving

organization’s goals and provide the expectations of various users.

Financial managers when can enjoy of this capability be converted in to joint point of elements and parts of organization and relation of institute with its

surrounding environment through conversant to knowledge and various marketing learning ,human resource management ,capital market ,financial knowledge

area and information technology and etc.

In this regard financial managers for encountering with global financial crisis should consider particular planning and arrangement | the in their organization for

control the recession, these are can be summarized as follows:

. Financial crisis forecasting and study of critical and vulnerable points: For examine the recession by financial managers for finding critical and ulnerable
points there will be used of logical methods ,when financial managers with propounding the particular systematic questions (systematic thought) consider
and forecast the scenario (unpleasant event) and will assist the top managers with their experiences . In fact financial managers as main steersman of life
blood of every organization that indeed is financial affairs, considering all affairs and they do necessary forecasting for probable recession.

. Economical program provision for confrontation with global financial crisis: The necessity programs should organize and complying by financial managers
in @ manner so that specify all crisis warning signal as much as possible and they should take actions for nullifying or modifying of crisis situation and
forecast the expected results of each action.

. Organizing the team of crisis management and training of human resources: The team of crisis management use the various specializations according to
kind of crisis which their probability and effectiveness are more so that they can recognize the speedy and affective reflection of crisis so that here financial
managers as a members of aforesaid team are intending and facing challenges to find suitable and optimum way for facing this recession.
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PATIENT SATISFACTION IN TERTIARY PRIVATE HOSPIATL IN DHAKA: A CASE STUDY ON SQUARE
HOSPITAL LTD.

SR. LECTURER, FACULTY OF BUSINESS ADMINISTRATION
EASTERN UNIVERSITY
DHAKA - 1205, BANGLADESH

ABSTRACT

There is always dispute that private health sector offers better service to the patients than public sector. People ready to disburse extra currency from their wallet
in exchange of tenable treatment. The upper class of the country has been increasing due to open market economy, thus creating the needs of establishing
tertiary hospital. The objective of this study is to find out factors which mostly contribute on patients’ satisfaction in newly established tertiary hospital in Dhaka.
Square Hospital Ltd was selected for the study to identify whether they satisfy patients’ needs or not. An analysis covering 100 patients revealed that cost of
treatment, physical evidence, doctor services, nurse services and feedback from patient lead to a higher level of patient satisfaction.

KEYWORDS

Patient satisfaction, Private hospital, Service.

INTRODUCTION
ealth and Socio-economic developments are so closely intertwined that it is impossible to achieve one without the other (Ramani and Mavalankar, 2006).
Health care for population is primarily the responsibility of state in most of the countries around the world including Bangladesh. Even in the highly free
market economies like USA and Singapore, the government play very important role in health sector to ensure healthcare to population. But state
sponsored health services are often unable to meet demand of country due to a set of factors like capacity constraints (Hasan and Rahman, 2002).
To face this challenge, Government of developing countries allocating more funds in health sector to curtail the sufferings of her citizens. Nevertheless, public
services are experiencing more discerning and discriminating patients, who may choose between private and public sector services (Rowly, 1998). Several
studies have also shown that people in general have a preference to seek healthcare services from the private sector (Ramani and Mavalankar, 2006). Hence,
the private sector is viewed as inherently more efficient (Awio and Northcott, 2001).
The quality of services provided by the hospitals is contingent on market incentives: because private hospitals are not subsidized and depend on income from
clients, they will be more inclined than public hospitals to provide quality services and to meet patients’ needs better. By doing so, they will not only be able to
build satisfied and loyal clients who will revisit the same facility for future needs; the clients will also serve as a source of referrals to recommend the private
establishments to friends and family, thereby sustaining the long-term viability of private hospitals (Andaleeb et.el, 2007).
Since 1990 Bangladesh economy started to experience flourishing due to adopting free market economy. Certain number of middle class family entered into
upper class during this period. This upper class visit neighboring country particularly in India for their medical needs. They are ready to spend money for the
betterment of their health. Identifying this need, Lab Aid hospital was established to cater these patients. Moreover, seeing the success of Lab Aid, other
company jointly or individually established tertiary hospital like Apollo, Square and United Hospital. Consequently, patients are taking medical services from
these hospitals other than going outside the country and saving national currency.
Andaleeb (2007) undertook a research with his colleagues regarding patient satisfaction on public, private and some foreign hospitals operating in Bangladesh. A
search of the literature suggests that no research, however, has been conducted on newly established tertiary hospitals about patient satisfaction. The reasons
of patients return into these hospitals are yet to be discovered. It is likely that the patients revisit hospital either for better quality and satisfaction provided by
the hospitals or no choice left for them to have treatment other than these establishments. With the development of private health care amenities, particularly
in Dhaka city, it is imperative to assess the quality of services delivered by these institutions and determine the level of satisfaction perceived by the patients. If
satisfaction issues are being compromised by these establishments, it calls for the re-evaluation of policy measures to redefine their role, growth and coverage,
and to seek appropriate involvements to ensure that these institutions are more quality-focused and better able to meet the needs of their patients.
Consequently, this study was designed to determine whether patients are satisfied with the quality services of hospitals or deficiency of opportunities of tenable
treatment in public and other private hospitals compelling them to revisit these institutions.
The study also attempts to find out the factors which mostly contribute in patients’ satisfaction and encouraging them to visit domestic hospitals other than
foreign.

PRESENT SCENARION OF HEALTH CARE IN BANGLADESH

Private providers are more diverse in terms of the services offered, training level of the medical staff, legal organizational status, system for medicine use and
whether or not the doctors also have public sector employment. Private providers range from NGOs, mainly offering promotional and family planning services,
for-profit providers (both very small practices and large modern health facilities) to traditional healers and homeopathic providers as well as licensed
pharmacists and unlicensed drug sellers (World Bank paper, 2005).These can be shown in the following table:

TABLE — 1: KEY HEALTHCARE PROVIDERS IN BANGLADESH

Government of Bangladesh Private NGOs
University and Medical College Hospitals Private Clinics and Hospitals NGO Hospitals
District Hospitals Private practitioners NGO Clinics
Upazilla Health Complex Traditional Providers

Union Health and Family Welfare Center Homeopathic Providers

Community Clinics Unqualified providers

Specialized Hospitals Drug Retail Outlets

Other Facilities Retail Sale of Other Medical goods

Health Facilities in other Ministries and Autonomous Corporations

Source: World bank Paper, 2005
A striking feature in the composition of health spending in Bangladesh is the large share of drugs in the total out of pocket expenditure. Over 70 percent of the
household out-of-pocket expenditure is on medicines and almost 46 percent of total health expenditure (THE) is attributed to drug retail expenditure. The large
shares of drugs in the total expenditure suggest a high degree of self-medication and the pre-dominance of pharmacists in the delivery of outpatient services.
While the public sector is used in particular for inpatient services and preventive care, the private sector provides the large majority of outpatient curative care
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(90 percent of ARI and diarrhea of children is treated in the private sector). NGO activities are concentrated on family planning and immunization services
(World Bank paper, 2005).

TABLE-2: SELECTED INDICATORS OF HEALTH FINANCING IN BANGLADESH, 2003

Indicator Value
Total expenditure on health as percent of GDP 3.2%
Total per capita spending in average exchange rate Uss 12
Public health spending as percent of total 44.2%
Public health spending as percent of total government budget 8.7%
External resources as percent of total of public health expenditure | 13.3%
Private health spending as percent of total 55.8%
Out-of-pocket expenses as percent of total private spending 93.2%

Source: NHA 2003, WHO, 2001
The health sector, public and private is increasing its capacity to meet the needs of growing population in urban and rural areas. The actual fact is difficult to
obtain as the research by BBS is undertaken once in a while. In earlier, it was witnessed that public sector was still dominating in providing medical facilities to its
populace. Some key information regarding health sector can be noticed in the following table.

TABLE 3: PRESENT SCENARIO OF HEALTH SECTOR

1. No. of Beds in Health Sector 38,171|MIS/2008

2. No. of Beds in Private Sector 36244 |DGHS/2009
3. No. of Registered Physicians 49,994 (BMDC/2009
4. No. of Hospitals in Public Sector 589 DGHS/2009
5. No. of Clinics/Hospitals in Private Sector 2271 |DGHS/2009
6. Population per Physicians 2860 |DGHS/2008
7. Physicians per 10,000 population 03 MIS/2008

8. Population per Bed 1860 |DGHS/2009
9. Physician to Nurse Ratio 2:1 DGHS/2008
10. Population per Nurse 5720 |DGHS/2009

Source: Health Information Unit (MIS), Directorate General of Health Services,Mohakhali, Dhaka -1212.

LITERATURE REVIEW AND CONCEPTUAL FRAMEWORK

Patient satisfaction is vital for a number of reasons. For one, today's buyers of health care services in developed countries are better informed, more discerning,
knowing exactly what they need (Andaleeb et al., 2007). Customer satisfaction is also a valuable competitive tool; hospitals that are customer focused have been
able to increase capacity utilization and market share (Gregory 1986; Boscarino 1992). Recent research has shown that service satisfaction can significantly
enhance patients’ quality of life (Dagger and Sweeney, 2006) and enable service providers to determine specific problems of customers, on which corrective
action can then be taken (Oja et al., 2006).

Patient satisfaction is generally defined as “the patient's fulfillment response” (Oliver, 1997). It is a judgment that a health care gives service in a pleasurable level
of consumption-related fulfillment. In other words, it is the overall level of contentment with a service/product experience (Andaleeb et al., 2007). Cheryl L.
Stavins (2004), R.N., FACHE, senior vice president, Texas Children's Hospital, mentioned that there is hardly any one-time fix and sustainable approach to patient
satisfaction. She considered training of the concerned employees as an essential integral part to improve patient satisfaction. She also indicated the necessity of
a torch-bearer group who would be dedicated to keep the effort in the forefront of the organization to deliver the highest level of satisfaction to the patients.
Jerry Spicer (2002) showed that there are seven factors are vitally important as to deliver the highest satisfaction; (i) the consistency of measuring the reliable
statistics regarding the patients’ condition, (ii) level of dissatisfaction around the environment, the improvements tools and the infrastructure (as part of Six
Sigma Philosophy) (iii) the level of monitoring at several points throughout the treatment, (iv) program regarding the clinical outcome, (v) aid structure regarding
customer perceived services along with marketing programs, (vi) quality improvement strategy that includes the act of caregivers and (vii) the positive “word-of-
mouth” about the staff members.

Monnin and Perneger (2002) developed 14-item scale, which can be used to assess the level of satisfaction of patient especially in the physical therapy area, (i)
simplicity of administrative procedure, (ii) courteousness and helpfulness of secretary, (iii) ease of scheduling, (iv) skill and ability of physical therapist to put
patient at their comfort level, (v) explaining what the patients will go through during the treatment, (vi) receiving worthy information any patients need at the
end of their treatment concerning their future,

(vii) the sense of security at every level of period of the treatment, (viii) degree to which treatment meet the need of to patients’ problem, (ix) effortlessness of
access of physical therapy facilities, (x) helping patient find patients’ way around and in hospital buildings, (xi) level of Comfort of the relaxing atmosphere, (xii)
calmness of the rooms, (xiii) overall treatment and (xiv) ‘word of mouth’. The important component of health services in the context of tertiary hospital, as
derived from theoretical considerationsis as follows.

FACTORS INFLUENCE ON HEALTH SERVICES

Doctor Services

Patients' satisfaction is created through a combination of responsiveness to the patient's views and needs, and continuous improvement of the healthcare
services, as well as continuous improvement of the overall doctor-patients relationship. Moreover, sustainable relationship depends on reliability between each
other. But in Bangladesh, reliability of the doctor is often perceived as low for various reasons, such as the accusation that doctors recommend unnecessary
medical tests, supervision of patients by care providers is irregular, and specialists are unavailable (Andaleeb et al., 2007). Perceptions of reliability are also
attenuated when doctors do not provide correct treatment the first time. In view of these reliability drivers, the more reliable the doctor, the greater the
patients’ satisfaction.

Communication

Communication is also vital for patient satisfaction. If a patient feels alienated, uninformed or uncertain about her health status and outcomes, it may affect the
healing process. When questions of concern can be readily discussed and when patients are consulted regarding the type of care they will be receiving, it can
alleviate their feelings of uncertainty (Cohen, 1996). Also, when the nature of the treatment is clearly explained, patients’ awareness is heightened and they are
better sensitized to expected outcomes. Appropriate communication and good rapport can, thus, help convey important information to influence patient
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satisfaction. In particular, patients expect from doctors to listen carefully to the patients, explain things in a way so that patients could understand, show interest
for what the patients say, spend enough time with patients, visits sufficiently to the patients, consult with patients relatives regularly.

Nurse Services

Professionals nurse can deliver better quality service to the patients. On the other hand, Knowledge, skill and courtesy of the nurses can provide a sense of
assurance that they have the patient's best interest in mind and that they will deliver services with integrity, fairness and beneficence. In the health care system,
assurance is embodied in service providers who correctly interpret laboratory reports, diagnose the disease competently, provide appropriate explanations to
queries, and generate a sense of safety (Andaleeb et al., 2007). Nurses also play an important part in providing additional support to patients’ feelings of
assurance by being well-trained and by addressing their needs competently.

Nurse empathy and understanding of patients’ problems and needs can greatly influence patient satisfaction. Moreover, patients expect nurses to provide
personal care and mental support to them. The greater the care to the patients, the greater the satisfaction of the patients.

Health Care Time

A busy doctor is often a popular doctor with a great reputation. However, by waiting too long for an appointment, patients may compromise their health. The
one consistent feature of dissatisfaction which has been expressed with the out-patient service is the length of waiting time in the clinic (Hart, 1995). Patient
satisfaction in hospitals will be achieved when the needs of patients will be fulfilled. Regular visits of doctors are one of the existent demands among patients.
Staffs Empathy

Health service quality is multi-dimensional. Besides medical care, patients also want comfortable rooms, courteous and empathetic staff (Angelopoulou et al.,
1998), Lochman (1983) and Gibbs (1989). The success of health sector whether public or private is totally determined on the way service providers offer it to the
patients. It is said empathic behavior reduce half of disease. Consequently, assuring the good quality of health care services is an ethical obligation of health care
providers. (Zineldin, 2006).Therefore, Good quality of care is considered to be the right of all patients and the responsibility of all staff within the hospital.
Physical Evidence

Physical evidence that the hospital will provide satisfactory services is very important to patient satisfaction judgments. Generally, good appearance (tangibility)
of the physical facilities, equipment, personnel and written materials create positive impressions. A clean and organized appearance of a hospital, its staff, its
premises, restrooms, equipment, wards and beds can influence patients’ impressions about the hospital (Andaleeb et al., 2007). However, in Bangladesh, most of
the hospitals/clinics are lacking in many of the above attributes, thereby attenuating patient satisfaction. However, private hospitals which were established
within 5 years have better physical facilities than other hospitals. So, it can be said that better the physical evidence greater the patient satisfaction.

Feedback from Patient

The marketer’s job does not end when the product is bought. After purchasing the product, the consumer will be satisfied or dissatisfied and will engage in
postpurchase behavior of interest to the marketer (kotler and Armstrong, 2006). Patients always expect the hospital staffs especially doctor and nurse will
communicate and listen their feedback after leaving hospital. Sudden call from hospital to know patient health condition delight them certainly. Although, very
few hospitals take this relationship building measure with their ex-patient. It can be posited that more call from staffs to know patients condition, the greater
the patient satisfaction.

Cost of Treatment

In addition to service factors, perceived treatment cost is another factor that patients may perceive as excessive. In the more affluent Western world,
Schlossberg (1990) and Wong (1990) suggest that health care consumers have become much more sensitive to costs, despite health insurance coverage. Wong
also predicts that consumers will shop for the best value. In the developing world, especially Bangladesh, cost is a perennial concern among those seeking health
care service, given their low earnings. Such costs include consultation fees, laboratory test charges, travel, drugs and accommodation. While basic health care
service is supposed to be free in public hospitals, patients end up bearing the costs of medicine and laboratory tests, as well as some additional unseen costs.
Private hospitals are not free but their costs vary markedly across hospitals.

Sufficient Human Resources

Hospital with sufficient human resource signified as good hospitals (Lam, 1997). This resource includes doctor, nurse, ward boy, maid servant, administrative
staff and receptionist. Patient satisfaction will be enhanced for the availability of sufficient resources as it help hospital to execute the services promptly and
efficiently.

Emergency Department

Patients arrive at emergency departments in distress. Physical needs are addressed, but less pressing emotional and social needs often go unrecognized.
Although patients may not articulate their concerns, they may later feel dissatisfaction if needs were unmet (Hostutler et al., 1999). Rapid and well-organized
service of emergency department increases the patient satisfaction.

Therefore, the basic model being tested in the study is as follows:

FIGURE — 1: CONCEPTUAL MODEL OF PATIENT SATISFACTION

Doctor services Nurse Services Health Care Time

Staffs Empathy
Sufficient Human

Resource

Patient Satisfaction

Emergency Feedback from Patient
Department Services

Physical Evidence Cost of Treatment
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Patient Satisfaction = a + b 1* Doctor services+ b 2* Nurse Services + b 3* Health Care Time
+ b 4* Sufficient Human Resource +b 5* Staffs Empathy
+b 6* Emergency Department Services + b 7* Feedback from Patient
+b 8* Physical Evidence + b 9* Cost of Treatment + error

OBJECTIVES

Under these circumstances, this study attempts to find out the factors that influence patients’ satisfaction in square hospital Itd. in Dhaka. A better
understanding of the determinants of patient satisfaction should help policy- and decision-makers adopt and implement effective measures to improve health
care services in the country. The following are the main objectives of this study:

. find out the key factors that affect patients’ satisfaction;

. find out whether patients are satisfied or not;

RESEARCH METHODOLOGY

The study was conducted on four major hospitals in Dhaka, over a four-week period from July 18 to August 15, 2010. Square Hospital Ltd was selected as sample
hospital for the study. Both primary and secondary data have been used for conducting present research. Primary data have been collected by using direct
interview and questionnaire method. A pilot test was conducted on selected samples. On the basis of respondents opinion from pilot testing necessary
modifications of questionnaire was done. Non-probability Judgment sampling is the sampling technique in this research.

Sample Size and Data Collection

Total samples respondents are 100, comprising 40 female and 60 male patients, 58 patients under age 65 and 42 patients above 65. To be selected in the survey,
patients had to be adults (age 18 and older) and admitted for at least a one night stay in the hospital. The sampling procedure began with the lists of
respondents in 12 locations such as Purana Paltan, Dhanmandi, Mohammadpur, Lalmatia, Mirpur, Gulshan, Banani, D.0.H.S, Uttora, Mohakhali, Rampura and
Malibagh. Interviews were taken in the residents of inpatients after 10 days of their hospital leave. The addresses of the inpatients were collected from the
concerned hospitals with the permission of the authority. Interviewers were given a letter of introduction from a well recognized private university and
guaranteed complete confidentiality so residents could see that the study was authentic. Finally, a telephone number was provided for respondents with
questions or concerns.

As researcher anticipated some respondents would not be able to appear in interview due to their prolonged illness or disinclination about the study, primarily
120 samples were determined for the survey to avoid the incomplete questionnaires and missing data. At last 100 complete questionnaires were selected after
the interview in selected locations for final input.

The secondary data have been collected through text books, journals and websites.

Sample Hospital

Square Hospital, Dhaka, Bangladesh, a concern of Square Group is a 300 bed tertiary care hospital. The hospital is an affiliate partner of Methodist Healthcare,
Memphis, Tennessee, USA, Christian Medical College, Vellore and Care IVF (Invitro fertility centre) Centre.

Data Analysis

To analyze the data multiple regressions stepwise forward selection have been used. Stepwise forward selection, which involves starting with no variables in the
model, trying out the variables one by one and including them if they are 'statistically significant’. If adding the variable contributes to the model then it is
retained, but all other variables in the model are then retested to see if they are still contributing to the success of the model. If they no longer contribute
significantly they are removed. Thus, this method should ensure that end up with the smallest possible set of predictor variables included in model.

RESULTS AND DISCUSSIONS

Personal Characteristics of the Respondents

Table (Appendix: 1) provides a socio-demographic profile of the respondents who participated in the study. As shown in the Table, the distribution of
respondents' gender is quite balanced but their age, profession, income, house, living place and education is somewhat skewed. The age of respondents varied
from 18 to more than 65 years old, but the highest percentage of respondents is in the age group 65 and above (42%). The percentage of respondents in other
age groups is as follows: 14% ranging from 18 to 30 years old, 21 % from 31 to 45, and 23 % from 46 to 65 years. Nearly half of the sample of respondents are
businessman (56 %) and 22% service holder, others are housewives and students. From the table it is evident that upper class and higher middle class are the
patients of this hospital. Among the respondents 62% respondents have monthly income more than 75000 taka. Only 10% respondents have income ranging
from 30000 to 50000. Since most of the respondents of the survey have higher income, they have their own house or apartment accounted for 87%. However,
only 13% respondents live in rented house. Most of the respondents live in Dhanmondi (12) %, Gulshan (13%), Banani (10%), D.O.H.S (11%) and Mirpur (10%)
respectively. Approximately 75 % of respondents have higher education, in which undergraduate level accounted for 30%, posgraduate-37%, Ph.D-8%.Together,
SSC and HSC accounted for 25% of the sample. The study results tend to agree with current research that well-educated and rich people are most likely to visit
this tertiary hospital.

Regression Analysis

Before conducting the regression analysis, the assumptions underlying multiple regression analysis were examined. Many scholars use Cohen’s criteria for
identifying whether the relationship between dependent and dependent variable is strong or weak (Cohen, 1983). Applying Cohen's criteria for effect size (less
than .01 = trivial; .01 up to 0.30 = weak; .30 up to .50 = moderately strong; .50 or greater = strong), the relationship in this study was correctly characterized as
strong (Multiple R =.751).

A model with a large regression sum of squares in comparison to the residual sum of squares indicates that the model accounts for most of variation in the
dependent variable. A model with a large regression sum of squares (53.855) in comparison to the residual sum of squares (41.700) in model 6 indicates that the
model accounts for most of variation in the dependent variable. Here, Model 1, 2, 3 and 4 have a large residual sum of squares than regression sum of squares.
However, Model 5 and 6 have large regression sum of squares in comparison to the residual sum of squares indicates that the model accounts for most of
variation in the dependent variable.

The t statistics can help to determine the relative importance of each variable in the model. If the significance value is small (less than says 0.05) then the
coefficient is considered significant. Collinearity (or multicollinearity) is the undesirable situation where the correlations among the independent variables are
strong. Tolerance is a statistic used to determine how much the independent variables are linearly related to one another (multicollinear). A variable with very
low tolerance contributes little information to a model, and can cause computational problems. VIF or the variance inflation factor is the reciprocal of the
tolerance. As the variance inflation factor increases, so does the variance of the regression coefficient, making it an unstable estimate. Large VIF values are an
indicator of multicollinearity. VIF of independent variables in all regression models ranged from 1.000 to 2.744 (Table-6). As a rule of thumb, a VIF value for a
variable of less than 10 is deemed acceptable (Neuman, 2000; Hair et al, 1998.
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TABLE — 6: FACTORS INFLUENCE ON PATIENTS’ SATISFACTION

Coefficients
Model Unstandardized Coefficients | Standardized Coefficients | t Sig. Collinearity Statistics
B Std. Error Beta Tolerance VIF
1 | (Constant) 1.977 .324 6.109 | .000
Cost of treatment 444 .084 511 5.281 .000 | 1.000 1.000
2 | (Constant) 453 473 .957 341
Cost of treatment 467 .077 .537 6.074 | .000 | .995 1.005
Physical Evidence .369 .090 .365 4.123 .000 | .995 1.005
3 | (Constant) .189 465 406 .686
Cost of treatment 439 .075 .505 5.881 | .000 | .976 1.025
Physical evidence 313 .089 .309 3.537 .001 | .941 1.063
Doctor Services .322 119 .238 2.708 .008 | .932 1.073
4 | (Constant) .378 487 .775 441
Cost of treatment .344 .079 .396 4.373 .000 | .803 1.246
Physical Evidence .268 .086 .264 3.104 | .003 | .908 1.101
Doctor Services 422 119 312 3.548 .001 | .851 1.176
Nurse Services .265 .093 .263 2.854 | .006 | .778 1.285
5 | (Constant) .283 476 .594 .554
Cost of treatment 417 .083 481 5.032 | .000 | .684 1.463
Physical Evidence 332 .088 .328 3.754 | .000 | .817 1.224
Doctor Services .370 118 274 3.139 .002 | .819 1.221
Nurse Services .352 .098 .349 3.592 | .001 | .662 1.511
Feedback from Patient -.253 .110 -.240 -2.296 | .024 | .568 1.759
6 | (Constant) 1.468 .693 2.119 .037
Cost of treatment .381 .082 438 4.631 .000 | .658 1.520
Physical Evidence .372 .088 .368 4.241 | .000 | .784 1.275
Doctor Services 404 .116 .298 3.489 | .001 | .807 1.240
Nurse Services .346 .095 .342 3.626 .001 | .661 1.512
Feedback from Patient -.438 134 -.416 -3.268 | .002 | .364 2.744
Emergency Department | .627 273 .269 2.300 .024 | 432 2.314
a. Dépendent Variable: Patient satisfaction.

After checking linearity assumption and multicollinearity problem satisfactorily, the multiple regression analysis of research models was run to test the expected
relationships for predicting Patient Satisfaction. The regression model was run by simultaneously forcing all the independent variables in the model. The overall
results from the regressions are reported in Table 1, 2 and 3. The overall regression model is statistically significant (p-value for the ANOVA F statistic is less than
0.001). The independent variables together explained 52.8 of the variance in Patient Satisfaction.

In table-3, the standardized coefficients (the betas), t-value for the significance test and significance value are reported. The absolute value of beta reflects the
relative importance of a variable, thus the characteristic with the highest absolute beta is the most important variable in explaining the variance of the
dependent variable. The findings indicate that among the nine variables that were expected to be related to Patient Satisfaction, only five were found to be
significantly related to this dependent variable: Doctor Services (b1=0.298, p<0.01), Nurse Services (b2=0.342, p<0.01), Physical Evidence (b5=0.368, p<0.001),
Feedback from Patient (b6=0.41, p<0.01), and Cost of Treatment (b7=0.438, p<0.001). This can be showed in the following table:

TABLE — 7: VARIABLE RELATIONSHIPS AND SUMMARY OF THE FINDINGS

Relationships Status

b 1* Doctor services -> Patient Satisfaction Supported

b 2* Nurse Services -> Patient Satisfaction Supported

b 3* Health Care Time -> Patient Satisfaction Not Supported
b 4* Sufficient Human Resource -> Patient Satisfaction Not Supported
b 5* Staffs Empathy - Patient Satisfaction Not Supported
b 6* Emergency Department Services - Patient Satisfaction | Not Supported
b 7* Feedback from Patient - Patient Satisfaction Not Supported
b 8* Physical Evidence -> Patient Satisfaction Supported

b 9* Cost of Treatment —> Patient Satisfaction Supported

Therefore, Doctor Services, Nurse Services, Physical Evidence, Feedback from Patient and Cost of Treatment lead to a higher level of Patient Satisfaction. Patient
considers these factors while choosing hospital for health care. Based on sample, the cost of treatment has the greatest effect on patient satisfaction in the
hospital. This factor deserves the most attention from administrators and policy makers responsible for building a better and more patient-centric health care
delivery system. Since, the patients of the hospital are rich and ready to spend any amount for their better health and they never compromise their health for
the higher cost. They admit hospital due to better treatment in reasonable cost from their perspective. Moreover, they can stay with family; therefore,
psychological cost is avoided. Feedback from patient positively increases patient satisfaction. In most of the hospitals, especially in public hospitals patient do
not have any opportunity to express their views after taking services. This tertiary hospital is exceptional and it encourages patients’ keeping their feedback after
the service. This opportunity leads to higher patient satisfaction. If hospitals are neat and clean, doctors and nurses are well dressed certainly leads to patient
satisfaction. Most of the hospitals, especially public hospitals do not have satisfactory environment which will appease someone mind and ease the illness
considerably. The square hospital has notable and pleasing physical environment which lead satisfaction to the patient. Finally, doctors and nurse services are
vital determinant for patient satisfaction. If doctors and nurses listen carefully, concentrate on patients’ problems and conduct compassionately, patients’
become undoubtedly satisfied. These factors deserve the most attention from administrators and policy makers responsible for building a better and more
patient-centric health care delivery system.

However, Health Care Time, Sufficient Human Resources, Staffs Empathy, Emergency Department Services do not have impact on patient satisfaction. This
finding is counterintuitive. It can be analyzed that patients in Bangladesh are mostly doctor and nurse oriented. If they find doctors and nurses satisfying them,
they ignore other determinants. Therefore, sufficient human resources, staffs empathy, emergency department services are not primarily considered by the
patients of these tertiary hospitals.

RECOMMENDATIONS AND CONCLUSION
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The general quality levels of the hospitals were concluded to be very good, thus confirming the success of the use of quality service in these organizations.
Hospital requires patients to run it business; patients, however, require satisfaction to meet their problems. When hospital services and patients expectations
are matched, patients undoubtedly satisfied. The study findings indicate that patients in this hospital is highly satisfied and this satisfaction mostly comes from
doctors and nurse services, reasonable cost, physical evidence as well as feedback from the patients. It is matter of pleasure that Bangladesh right now has some
high-quality hospitals which serving nation in better way, refraining patient to visit hospitals in abroad. When patient leaves the country he/she bears financial
and psychological cost, in addition, anxiety and insecurity about their family members. There is also a fear not to come back again in home country. Seeing the
success of the tertiary hospital, successful and health conscious entrepreneur about to set up more sophisticated hospital like this hospital. Although, the public
sector may have a role in the financing of health care; this can be coupled with private sector provision, or a public/private mix. The government should strive to
increase the strength and the competitive environment of the private sector. Moreover, the cost of treatment is unaffordable for the major portion of the
nation; the hospitals authority should take some footstep to bring them under the umbrella of their health care services.
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APPENDIX: 1: PERSONAL CHARACTERISTICS OF THE RESPONDENTS

Measures | Items Frequency | Percent
Gender
Male 60 60.0
Female 40 40.0
Age
18-30 14 14.0
31-45 21 21.0
46-64 23 23.0
65 and Above 42 42.0
Profession
Student 9 9.0
Service holder 22 22.0
Businessman 56 56.0
Housewife 13 13.0
Monthly Income
30000-50000 10 10.0
50001-75000 28 28.0
75001-100000 24 24.0
100001 and Above | 38 38.0
House
Own 52 52.0
Own apartment 35 35.0
Rented apartment | 13 13.0
Education
SsC 12 12.0
HSC 13 13.0
Undergraduate 30 30.0
Postgraduate 37 37.0
Ph.D 8 8.0
Living place
Purana paltan 3 3.0
Dhanmandi 12 12.0
Mohammadpur 7 7.0
Lalmatia 6 6.0
Mirpur 10 10.0
Gulshan 13 13.0
Banani 10 10.0
D.0.H.S 11 11.0
Uttora 9.0
Mohakhali 8.0
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CAPITAL STRUCTURE PATTENRS: A STUDY OF COMPANIES LISTED ON THE COLOMBO STOCK EXCHANGE
IN SRI LANKA
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ABSTRACT

A sound or appropriate capital structure of a firm is significant, because of the interrelationships among capital structure and various other financial decisions
variables. Therefore, an ability to assess the firm’s capital structure and to understand its relationship to risk, return and value is a necessary skill. So, the present
study aimed to investigate the capital structure patterns of the selected companies listed with the Colombo Stock Exchange (CSE) in Sri Lanka and to test the
extent of variations among industries as also among individual firms/companies within the same industry. The resulting inferences were that the capital
structures among sampled industries investigated were significantly different except beverage, food and tobacco industry.

KEYWORDS

Capital Structure; Financial Decisions; Colombo Stock Exchange (CSE)

INTRODUCTION

apital structure is one of the most complex areas of financial decision making due to its interrelationship with other financial decisions variables. Capital

structure is the composition of debt and equity capital that comprise a firm’s financing its assets and can be rewritten as the sum of net worth plus

preferred stock plus long-term debts. Given the objective of maximization of shareholders’ wealth, the need for an appropriate capital structure cannot
be overemphasized. A sound or appropriate capital structure of a firm is significant, because of the interrelationships among capital structure and various other
financial decisions variables. Therefore, an ability to assess the firm’s capital structure and to understand its relationship to risk, return and value is a necessary
skill. An acceptable degree of debts for one industry or line of business could be highly risky in another because of differing operating characteristics between
industries or line of business. Of course, differences in debt positions are likely to exist within an industry or line of business as well. The amount of debt within a
given firm is largely the result of the decision maker’s attitude toward risk. Thus, a firm’s capital structure must be developed with an eye toward risk because it
is a direct link to the overall performance of the firm. Since the level of risk and the associated level of return are key inputs to the valuation process, the
decision maker must estimate the potential impact of alternative capital structures on these factors and ultimately on value in order to select best capital
structure.

JUSTIFICATION OF THE STUDY

Not the choice between debt and equity but the proportion between them is the crucial problem in financial management. A high ratio shows the claims of
creditors are greater than those of owners. A very high ratio is unfavourable from the firm’s point of view. This introduces inflexibility in the firm’s operations
due to the increasing interference and pressures from creditors. During the periods of low profits, a highly debt-financed company suffers great strains; it cannot
earn sufficient profits even to pay the interest charges of creditors. As a result, their pressure and control are further tightened. However, from the shareholders
point of view there is a disadvantage during the periods of goods economic activities if the firm employs a low amount of debt. Thus, there is a need to strike a
proper balance between the use of debt and equity. The present study aims at investigating the capital structure patterns of companies listed on the CSE
Limited.

LITERATURE REVIEW

The essence of financial management is the creation of shareholder value. According to Ehrhard & Bringham (2003), the value of business based on the going
concern expectation is the present value of all the expected future cash flows to be generated by the assets, discounted at the company’s weighted average cost
of capital (WACC). From this it can be seen that the WACC has a direct impact on the value of business (Johnannes & Dhanraj, 2007).

The choice between debt and equity aims equity to find the right capital structure that will maximized stockholder wealth. WACC is used to define a firm’s value
by discounting future cash flows. Minimizing WACC of any firm will maximize value of the firm (Messbacher, 2004). Debt policy and equity ownership structure
‘matter’ and the way in which they matter differs between firms with many firms with few positive net present value project.

In their second seminal paper on corporate capital structure. Modigliani and Mill (1963) show that firm value is an increasing function of leverage due to the tax
deductibility of interest payments at the corporate level. In the 30 years since, enormous academic effort has gone into identifying the relevant costs associated
with debt financing that firms presumably trade off against this substantial corporate tax benefit. Although direct bankruptcy costs are probably small, other
potentially important factors include personal tax, agency cost, asymmetric and corporate control considerations [Bradley, Jarrell & Kim (1984); Harris & Raviv
(1991); Masulis (1988) & Miller (1977)].

Early empirical evidence on the trade-off theory [e.g., Bradley, Jarrell and Kim, (1984)] yield mixed results. However, recent studies examining capital structure
response to change in corporate tax exposure. Mayer (1986) argues that the trade-off theory also fails to predict the wide degree of cross-sectional and time
variation of observed debt ratios. Return on stock increases for any announcement of issue exchange offers. Overall, 55 percent of the variance in stock
announcement period returns is explained (Masulis, 1998). Under some conditions capital structure does not affect the value of the firm. Splitting a fund into
some mix of shares relating to debt, dividend and capital directly add value to the company (Gemmille, 2001).

Sina & matubber (1998) observed the adverse position in the industry’s managerial performance, profit earning capacity, liquidity etc that are the result of
operational inefficiency , effective credit policy, improper planning and controlling of working capital, increased cost of raw materials, labour and overhead.
Choudhury (1993) mentioned that the decreased use of debt tends to decrease profitability of a company. Because due to lack of adequate finances it has to
give up some of the profitable opportunities and vice-versa. Banu (1990) stated that the capital structure of a firm has a direct impact on its profitability. She
suggested that the concerned financial executives should put emphasis on various aspects of capital structure. Otherwise the capital structure of the enterprise
will be unsound producing adverse impact on its profitability. Rahman (1995) identified the various aspects of problem of the sugar mills in Bangladesh and
particularly of Kushtia Sugar Mills Ltd.

Based on the above literature, we can say that several studies have been done on this area, but a comprehensive study has not yet been conducted, in Sri
Lankan perspective. Hence, the present study aimed to investigate the capital structure patterns of the selected companies listed with the CSE and to test the
extent of variations among industries as also among individual firms within the same industry.
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OBIJECTIVES
The following objectives have been taken for the study.
1. Toinvestigate the capital structure patterns of the selected companies enlisted with the CSE limited’;
2.  To test the extent of variations among industries; and
3. To examine the extent of variations among individual companies within the same industry in the same industry in respect of capital structure.

HYPOTHESES

With the above objectives in mind attempts had been made to test the following hypotheses.

Ho;: Capital structures as measured by debt ratios (percentage of long-term debts to total permanent capital employed) did not vary significantly among
individual companies within the same industry.

Ho,: The average debt ratios did not vary among industries such as banking, finance and insurance; beverage, food and tobacco; chemical and pharmaceuticals;
and manufacturing.

MATERIAL AND METHODS

This section is divided into five sub-sections. The first sub-section presents the scope. The sub-second section discusses the period of the study. In the sub-third
section, data sources are discussed. The sub-fourth section illustrates the reliability and validity whereas the last sub-section highlights mode of analysis.

SCOPE

The scope of the study is listed companies on CSE in Sri Lanka. There are twenty sectors [i.e., (1) Bank, Finance & Insurance; (2) Beverage, Food & Tobacco; (3)
Chemicals & Pharmaceuticals; (4) Constructing Engineering; (5) Diversified Holdings; (6) Footwear & Textile; (7) Healthcare; (8) Hotels & Travels; (9) Information
Technology; (10) Investment Trust; (11) Land & Property; (12) Manufacturing; (13) Motors; (14) Oil palms; (15) Plantations; (16) Power & Energy; (17) Services;
(18) Stores & Suppliers; (19) Telecommunications and (20) Trading listed under CSE. Only four sectors are selected as random sampling (i.e., banking, finance
and insurance; beverage, food and tobacco; chemical and pharmaceuticals; and manufacturing) for study purposes. Only five companies are selected from each
sector. Hence, ultimate sample is 20 companies (04X05=20).

DATA SOURCES
In order to meet the objectives of the study, data were collected from secondary sources mainly from financial report of the selected companies, which were
published by CSE in Sri Lanka.

RELIABILITY AND VALIDITY OF THE DATA

Secondary data for the study were drawn from audited accounts (i.e., income statement and balance sheet) of the concerned companies as fairly accurate and
reliable. Therefore, these data may be considered reliable for the study. Necessary checking and cross checking were done while scanning information and data
from the secondary sources. All these efforts were made in order to generate validity data for the present study. Hence, researchers satisfied content validity.

MODE OF ANALYSIS
We used one-way Analysis of Variance (ANOVA) along with necessary ratio analysis. The period of the study was five years from 2003 to 2007. The following
capital structure ratios are taken into accounts which are given below.

TABLE-1: CALCULATIONS OF CAPITAL STRUCTURE RATIOS
Capital Structure Ratio
1. Debit Ratio (D/R Ratio Long term debts/ Total Permanent Capital X100
2. Debt Equity Ratio (D/E Ratio) | = Long term debts/ Shareholders Equity X100

RESULTS AND DISCUSSION

This section presents the findings of the study and is divided into two-sections. Section one begins with capital structure patterns. The final section presents the
capital structure variations with hypotheses testing.

CAPITAL STRUCTURE PATTERNS

Table-2 illustrates the capital structure ratios of the selected industrial enterprises.

Table-2: Capital Structure Ratios of the Selected Industries from 2003-2007
igures in percentage)

Year 2003 2004 2005 2006 2007
D/R D/E D/R D/E D/R D/E D/R D/E D/R D/E

Industries
Bank, Finance 76.54 | 468.40 | 77.98 | 503.92 | 78.3 469.87 80.40 | 677.28 | 77.83 | 369.50
and Insurance
Beverage, Food & Tobacco 17.14 | 23.29 9.90 12.13 14.36 | 17.19 15.56 | 19.59 24.44 | 29.49
Chemicals & Pharmaceuticals | 36.44 | -53.63 | 28.62 | -140.79 | 26.16 | -4164.38 | 26.42 | 108.75 | 19.38 | 42.28
Manufacturing 20.85 | 37.58 18.55 | 29.42 24.79 | 34.77 19.68 | 27.75 23.51 | 34.52

Source: Calculated from the figures available in the income statements and balance sheets of the companies concerned.
Table-2 reveals that banking, finance and insurance industries used more long-term debts in the range of 76.54 to 77.83 for debt ratio and 468.40 to 369.50 for
debt-equity ratio, followed by manufacturing industries (20.85 t023.51 for debt ratio and 37.58 to 34.52 for debt-equity ratio), beverage, food and tobacco
(17.14 to 24.44 for debt ratio and 23.29 to 29.49 for debt-equity ratio) and so on. Further, chemicals and pharmaceuticals industries used long-term debts in the
range of 36.44 to 19.39 for debt ratio but in case of debt-equity ratio, it used less long-term debts in their capital structures.
CAPITAL STRUCTURE VARIATIONS
From the earlier analysis, it was observed that capital structure varied in different industries. In this section, an attempt has been made to test statistically the
variations among industries as also among individual companies with the same industry with regard to the capital structure.
CAPITAL STRUCTURE VARIATIONS AMONG INDIVIDUAL COMPANIES WITHIN THE SAME INDUSTRY.
Hoy: Capital structures as measured by debt ratios do not vary significant among individual companies within the same industry.
BANKING, FINANCE AND INSURANCE
Table-3 illustrates the debt ratios of the sampled companies within banking, finance and insurance.
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Table-3: Debt ratio of the selected companies within the banking, finance and insurance.
(Figures in percentages)

Company

ALLI CFIN CSF DFCC | LOLC
Year
2003 90.69 | 75.25 | 87.01 | 72.03 | 57.70
2004 91.12 | 74.10 | 88.30 | 74.34 | 62.03
2005 89.69 | 74.85 | 87.49 | 75.14 | 64.67
2006 82.48 | 75.52 | 95.28 | 77.12 | 71.59
2007 84.36 | 73.78 | 74.10 | 80.91 | 76.02

Source: Calculations based on data from annual reports of Companies.

TABLE-4: ANOVA

Source of Variance | SS df | Ms F P F critical value
Between Groups 1570.84 | 4 392.71 | 13.96 | 0.000 | 2.87

Within Groups 562.34 | 20 | 28.11

Total 2133.18 | 24

From the table-4 it is seen that the debt ratio of the selected companies within the banking, finance and insurance is highly significant (F=13.96; P=0.000) at 1%
level which indicates that the debt ratio of the selected companies differs significantly. Therefore null hypothesis is rejected.

BEVERAGE, FOOD AND TOBACCO

Table-5 presents the data on debt ratios of the selected companies in beverage, food and tobacco industries from 2003-2007.

TABLE-5: DEBT RATIO OF THE SELECTED COMPANIES WITHIN THE BEVERAGE, FOOD AND TOBACCO.
(Figures in percentages)

Company
BFL CARG | BREW | CCS coco
Year

2003 6.15 19.77 | 3030 | O 29.46
2004 10.32 | 22.79 | 1641 | O 0
2005 18.01 | 12.96 | 19.94 | 16.05 | 4.84
2006 23.48 | 22.86 | 20.99 | 5.06 5.42
2007 14.14 | 25.44 | 26.72 | 19.04 | 36.88

Source: Calculations based on data from annual reports of Companies.

TABLE-6: ANOVA

Source of Variance | SS df | Ms F P F critical value
Between Groups 680.02 | 4 170.06 | 1.86 | 0.156 | 2.866

Within Groups 1827.02 | 20 | 91.352

Total 2507.04 | 24

From the table-6 it is seen that the debt ratio of the selected companies within the beverage, food and tobacco is not significant (F=1.86; P=0.156) which
indicates that the debt ratio of the selected companies does not differ significantly. Therefore null hypothesis is accepted.

CHEMICALS AND PHARMACEUTICALS INDUSTRY

Table-7 presents the data on debt ratios of the selected companies in chemicals and pharmaceuticals industry from 2003-2007.

TABLE-7: DEBT RATIO OF THE SELECTED COMPANIES WITHIN THE CHEMICALS AND PHARMACEUTICALS INDUSTRY
(Figures in percentages)

Company | CIC HAYC | ASPH | MORI | LCEY
Year
2003 13.09 | 7.39 2.68 10.33 | 148.70
2004 10.30 | 5.64 1.85 9.52 115.80
2005 20.33 | 3.87 1.51 4.60 100.50
2006 13.99 | 27.60 | 2.05 5.65 82.80
2007 11.69 | 17.48 | 0.77 3.67 63.30

Source: Calculations based on data from annual reports of Companies.

TABLE-8: ANOVA

Source of Variance | SS df | Ms F P F critical value
Between Groups 3544497 | 4 8861.24 | 37.41 | 0.000 | 2.867

Within Groups 4737.71 | 20 236.89

Total 40182.68 | 24

From the table-8 it is seen that the debt ratio of the selected companies within the chemicals and pharmaceuticals industry is highly significant (F=37.41;
P=0.000) at 1% level which indicates that the debt ratio of the selected companies differs significantly. Therefore null hypothesis is rejected.

MANUFACTURING INDUSTRIES

Table-9 presents the data on debt ratios of the selected companies in manufacturing industries from 2003-2007.
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TABLE-9: DEBT RATIO OF THE SELECTED COMPANIES WITHIN THE MANUFACTURING INDUSTRIES
(Figures in percentages)

Company

ABANS | ACL ACME | CIND | DIPP
Year
2003 3.64 0.57 55.22 | 14.94 | 29.90
2004 3.58 0 47.31 | 16.78 | 25.06
2005 17.83 18.87 | 36.02 | 16.98 | 34.27
2006 12.36 11.72 | 27.93 | 6.93 39.46
2007 37.32 6.35 9.27 29.25 | 35.38

Source: Calculations based on data from annual reports of Companies.

TABLE-10: ANOVA

Source of Variance | SS df | Ms F P F critical value
Between Groups 582.09 | 5 116.42 | 20.86 | 0.000 | 2.62

Within Groups 133.95 | 24 | 5.58

Total 716.04 | 29

From the table-10 it is seen that the debt ratio of the selected companies within the manufacturing industries is highly significant (F=20.86; P=0.000) at 1% level
which indicates that the debt ratio of the selected companies differs significantly. Therefore null hypothesis is rejected.
VARIATIONS IN CAPITAL STRUCTURE AMONG INDUSTRIES
Ho2: The average debt ratios did not vary among industries such as bank, finance and insurance; beverage, food and tobacco; chemicals and pharmaceuticals;
and manufacturing.
Table-11 illustrates the average debt ratios of the selected industries from 2003 to 2007.

TABLE-11: AVERAGE DEBT RATIO OF THE SELECTED INDUSTRIES FROM 2003 TO 2007.

(Figures in percentages)

Company | Bank, Finance and Insurance | Beverage, Food and Tobacco | Chemicals and Pharmaceuticals | Manufacturing
Year
2003 76.54 17.14 36.44 20.85
2004 77.98 9.90 28.62 18.55
2005 78.37 14.36 26.16 24.79
2006 80.40 15.56 26.42 19.68
2007 77.83 24.44 19.38 23.51

Source: Calculations based on data from annual reports of Companies.

TABLE-12: ANOVA

Source of Variance | SS df | Ms F P F critical value
Between Groups 12282.44 | 3 4094.15 | 220.29 | 0.000 | 3239.00
Within Groups 297.36 19 | 18.59

Total 12579.80 | 20

From the table-12 it is seen that the average debt ratio of the selected industries is highly significant (F=220.29; P=0.000) at 1% level which indicates that the
average debt ratio of the selected industries differs significantly. Therefore null hypothesis is rejected.

CONCLUSION

This effort was about the capital structures of the industrial enterprises listed on the CSE limited. In addition, an attempt was also made to present evidence on
whether capital structures as measured by debt ratios vary significantly among industries as also among individual companies within the same industry. The
analysis of data provided sufficient evidence that capital structures among sampled industries investigated were significantly varied.

It is clear from the analysis that various industries, subject to various degrees of risks, have indeed developed characteristically different capital structures. The
one-way analysis of variance used in this study indicated that the sample means were not all equal. The resulting inferences were that the capital structures
among sampled industries investigated were significantly different except beverage, food and tobacco industry.
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ABSTRACT

This study examines the association between corporate governance, company attributes and voluntary disclosures among Nigerian listed companies. In order to
examine this association, two disclosure indexes were built using a sample of 50 listed companies in Nigeria. The first index contains twenty items which are
mandatory according to a number of selected IFRSs but which are voluntary in Nigeria for the year 2008.The second index contains sixty voluntary accounting and
non-accounting items. The study uses univariate, multivariate and cross-section models to explore the relationship between each disclosure index and corporate
attributes. The corporate attributes are the independent variables comprising corporate governance and company characteristics. The results of the regression
analysis reveal that only board size has a significant positive relationship with the extent of voluntary disclosures on the sample companies. The Board
composition, leverage, company size, profitability, and auditor type have statistically positive and insignificant impact on disclosures. The effect of Board
ownership is positive for IFRS disclosures but negative and insignificant for Non-IFRS disclosures while sector is negative for both disclosures but has a significant
effect on Non-IFRS disclosures.
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Corporate Attributes, Corporate Governance, International Financial Reporting Standard, Voluntary Disclosure.

INTRODUCTION

nformation should be prepared, audited, and disclosed in accordance with high quality accounting standards. Stakeholders and potential investors require

access to regular, reliable and comparable information in details for them to assess the stewardship of management, and make informed decisions. A

strong disclosure regime enhances transparency, and it is a powerful tool for influencing the behaviour of stakeholders. It results in the attraction of more
capital, sustains investors’ confidence in the capital market, and possibly prevents fraud. Inadequate information may increase the cost of capital and result in a
poor allocation of resources.
The business environment has witnessed changes over the years, mainly influenced by globalization and technological innovation. Companies worldwide are
now vying to penetrate international capital markets. The disclosure of adequate and reliable information is necessary to penetrate these international markets.
Those competing for funds in the international capital arena have been found to comply with disclosing mandatory requirements and in addition disclose
significantly more voluntary accounting information that enables them compete globally( Meek, Roberts and Gray, 1995). Meek et al submit that effective
functioning of capital markets, however, significantly depends on the effective flow of information between the company and its stakeholders.
Many studies have explored the association between corporate governance attributes, firm attributes and voluntary disclosure. Similar research methods were
observed to have been utilized by various researchers in different context. However, it is observed that the result of the empirical studies vary country to
country. This is expected because of the unique business environment attributable to each study. Studies have been conducted in Nigeria on corporate
governance but to the best of the researcher’s knowledge, no study relates to the effect of corporate governance on voluntary IFRS disclosures.
In this vein, the objective of this study is to explore the relationship between corporate governance, company attributes and voluntary disclosure of listed
companies in Nigeria. The voluntary disclosure will include selected IFRSs disclosures which are currently on a voluntary basis in Nigeria, and other accounting
and non accounting disclosures. The study is a cross sectional survey of fifty (50) selected and listed companies in Nigeria that involves a content analysis of the
annual reports of the companies for the year 2008. Consequently this research provides empirical evidence from the Nigerian environment on the relationship
between corporate governance, company attributes and voluntary disclosure. This study is of importance to scholars, researchers, policy makers and regulators.
The remainder of this paper is organized as follows. Section 2 explores the literature on corporate governance and corporate disclosure. Section 3 covers the
research methodology. Section 4 presents the analyses of data and discussion. Section 5 gives conclusion and recommendation.

LITERATURE REVIEW

LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT

According to Hermalin and Weisbash (2010:1), increased disclosure can be likened to a two-edged sword. From a contractual perspective, increased disclosure
allows principals (investors) to make informed decisions and monitor their managers. However, on the other hand increased monitoring can give management
incentives to engage in value-reducing activities intended to make them appear more able. It can constitute additional agency problems and other costs for
investors, including increased executive compensation. Consequently, there can exist a point beyond which additional disclosure makes costs outweigh benefits,
thereby decreasing the value of the firm.

Considerable literature has emerged in the last forty years that examines the relationship between corporate characteristics and accounting disclosures in
corporate annual reports. Early works on this subject was pioneered by Cerf (1961) and afterwards, many studies have examined the quality of information
disclosures in various contexts. Each of these studies has been distinguished by differences in research setting, differences in definition of the explanatory
variables, differences in disclosure index construction and differences in statistical analysis.

Research setting varied from developed to developing countries. Studies in developed countries include: United States ( Singhvi and Desai, 1971; Buzby, 1975;
Stanga, 1976, Street and Bryant, 2000); New Zealand ( McNally et al , 1982); Sweden (Cooke, 1989); Spain (Wallace et al, 1994); Japan( Cooke, 1992); Germany
(Glaum and Street, 2003);United Kingdom (latridis, 2006). While studies in developing countries include India (Singhvi,1968; Ahmed, 2005), Mexico (Chow and
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Wong-Boren, 1987), Nigeria ( Wallace, 1988; Ofoegbu and Okoye ); Zimbabwe (Owusu-Ansah,1998; Chamisa,2000); Bahrain (Joshi and Ramadhan,2002); Jordan (
Naser, 2002); Saudi (Naser and Nuseibeh, 2003) and Bangladesh (Akhtaruddin, 2005).

The researchers examined corporate characteristics that were used as predictors of the quality of disclosure. This ranged from two (Buzby, 1975) to thirty one
(Haniffa and Cooke, 2002). The most popular corporate governance characteristics are board size, board composition, audit committee composition and
ownership structure, while the most popular firm characteristics are company size, profitability, liquidity, gearing, audit size, listing status, multinational parent,
and company age.. Studies on voluntary disclosure and corporate attributes are as shown in Appendix 1. The quality of disclosure in corporate annual reports
and accounts has been represented in the literature by several constructs: adequacy (Buzby, 1974, Owusu-Ansah, 1998:609), comprehensiveness (Wallace and
Naser, 1995; Barrett, 1976), informativeness (Alford et al., 1993), and timeliness (Courtis, 1976). Each construct suggests that the quality of disclosure can be
measured by an index representing the dependent variable.

Some studies used weighted disclosure indexes while some others used unweighted disclosure indexes. Those that use indexes are of two strands, weighted
(either subjectively by the researcher(s) alone or by the researcher(s) using weights elicited from surveys of users' perceptions), while some others were
unweighted. Majority of the studies used a researcher created dependent variable. Chow and Wong-Boren (1987) have provided some proof that there may be
no significant difference between weighted and unweighted disclosure indexes. In addition, weights do not usually affect real economic consequences to the
subjects whose opinions were pooled nor do they reflect stable perceptions on similar information. The information items forming the basis of the index of
disclosure were either voluntary or mandatory disclosures. The mandatory disclosures were basically international standards. While the voluntary disclosures
were items across subjects, such as corporate information, corporate strategy, acquisitions and disposals, research and development, future prospects,
corporate governance, social responsibility, financial review and capital market information Meek et al (1995), Chau and Gray (2002), Haniffa and Cooke (2002),
Akhtaruddin et al (2009) and Yuen et al (2009).

While earlier studies used the matched-pair statistical procedures to test the difference between mean disclosure indexes of two or more groups of sample firms
(e.g. Singhvi and Desai, 1971), all the recent studies, as indicated in Appendix I, have used the multiple regression procedure. The sophistication and rigour of
analysis of the regression methodology are improving with time, for example, Cooke (1989) used different rigorous dummy variable manipulation procedures
within a stepwise multiple (OLS) regression while Lang and Lundholm (1993) introduced the use of rank (OLS) regression to cater for the monotonic behaviour of
disclosure indexes following a change in some independent variables.

Based on the results of theoretical and prior empirical literature nine variables were examined in the present study. The variables of interest and the hypotheses
developed for this study are as follows.

CORPORATE GOVERNANCE VARIABLES

Three corporate governance variables has been identified in order to examine the association between corporate governance and voluntary disclosure practices
in Nigeria. These variables are board size, number of non-executive directors to total board, and ownership structure and proportion of audit committee
members to board size (Ho and Wong, 2001, Isenmila and Dabor, 2002; Akhtaruddin et al, 2009)

The hypotheses development of the corporate governance variables are discussed below:

BOARD SIZE

The size of the board is likely to affect the ability of the board to monitor and evaluate management (Zahra, et al., 2000 as cited in Akhtaruddin et al, 2009).
Larger boards are expected to enhance monitoring. Empirical analysis by Akhtaruddin et al (2009), provide the most statistically significant corporate governance
variable is board size at the 0.002 level. The coefficient for board size is found positive. This suggests that a larger board will provide more voluntary information
than a smaller one. He opined that the level of disclosure is a strategic decision made by board of directors and the ability of directors to control and promote
disclosure is more likely to increase with the increase of directors on the board. With more directors, the collective experience and expertise of the board will
increase, and therefore, the need for information disclosure will be higher. Hence disclosures are expected to increase with board size. We therefore
hypothesize that:

Hi: There is significant positive association between board size and the extent of voluntary disclosure.

BOARD OWNERSHIP

Companies with board of directors with concentrated shareholdings would have greater control over minority shareholders. This could result to diverging
interests between management and outside shareholders which invariably can create agency problems (Jensen and Meckling, 1976). A company with a
centralized ownership structure may be reluctant to disclose additional information. According to the efficient monitoring hypothesis as cited by Akhtaruddin et
al (2009), increased outside ownership serves to monitor managers’ actions and reduces the likelihood that managers will withhold information for their self-
interest. Information disclosure is likely to be greater in firms where ownership is dispersed widely (Hossain et al., 1994). This view thus predicts a negative
relation between board ownership and disclosure. Therefore we propose the following hypothesis.

H,: There is significant negative association between board ownership and the extent of voluntary disclosure.

BOARD COMPOSITION

Board composition is the proportion of non executive (outside) directors to the total directors. The board composition indirectly reflects the role of non-
executive directors (Haniffa and Cooke, 2002). Non-executive directors may be considered as decision experts (Fama and Jensen, 1983), independent and not
intimidated by their executive counterparts (Haniffa and Cooke, 2002). The proponents of agency theory advocates that non-executive directors are needed to
supervise and control the actions of executive directors due to their opportunistic behavior (Jensen and Meckling, 1976). Additionally, the non-executive
directors constitute check and balances in enhancing board effectiveness (Haniffa and Cooke, 2002).

Thus, it is hypothesised that:

Hs: There is significant positive association between proportion of non-executive directors on the board and the extent of voluntary disclosure.

COMPANY ATTRIBUTES

The company attributes to be considered are company size, profitability, leverage, sector and auditor type. These attributes have been considered by other
researchers in Appendix 1 employing agency, signaling and political costs theories. The hypotheses were developed for each attribute as below.

COMPANY SIZE

Large companies usually operate over wide geographical area and deal with multiple products and have several divisional units. They are likely to have well built
information system that enables them to track all financial and non-financial information for operational, tactical and strategic purposes. With this type of well
structured internal reporting system, it implies that incremental costs of supplying information to external users will be minimal. This will make them disclose
more information than their smaller counterpart. Company size is a very important and the most consistently reported significant variable in previous empirical
studies (Ho and Wong (2001), Hossain (2008) Street and Bryant, 2000; Meek et al,1995). According to Owusu — Ansah (1998:610), theory, intuition and empirical
studies suggest that size is positively influences mandatory disclosure practices. Evidences in empirical research confirms the positive association between
company size and overall level of disclosure ( Cerf, 1961; Singhvi and Desai, 1971; Choi, ; Buzby, 1975; Firth, 1979; Chow and Wong-Boren, 1987). We therefore
hypothesize that:

Hj: There is significant positive association between company size and the extent of voluntary disclosure.

PROFITABILITY

It can be argued that non-profitable firms may disclose less information in order to cover up losses and declining profit (Singhvi and Desai, 1971), whereas
profitable ones will want to distinguish themselves by disclosing more information so as to enable them obtain capital on the best available terms ( Meek et al,
1995). Corporate managers are usually reluctant to give detailed information about a non-profitable outlet or product, hence they might decide to disclose only
a lump profit attributable to the whole company. Inchausti (1997) employing signaling theory, states that due to better performance of companies, management
are more likely to disclose detailed information to the public than management with poor performance in order to avoid undervaluation of their shares. It can
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also be argued that unprofitable companies will be inclined to release more information in defense of poor performance. Singhvi and Desai (1971); Wallace et al,
(1994); Karim, (1996), Owusu-Ansah, (1998); and latridis, (2006) find positive association between profitability and disclosure. However, our hypothesis is as
follows:

Hs: There is a significant positive association between profitability and the extent of voluntary disclosure.

LEVERAGE

Prior studies had examined if there exists any association between leverage and disclosure levels Meek et al (1995); Chow and Wong Boren (1987); Hossain
(1995) and Ferguson, 2002; latridis, (2006). According to latridis (2006) firms that provide extensive accounting disclosures tend to use more debt than equity to
finance their operations. It appears, therefore, that firms are inclined to disclose information about sensitive accounting issues, such as gearing and risk profile in
order to reassure investors and lenders that abide with the disclosure practices as enumerated by the accounting regulation. Provision of accounting disclosures
reduces overall level of risk and allows for fund raising in the debts market. According to Jenson and Meckling (1976), agency costs are higher for companies with
more debt in their capital structure and disclosures are expected to increase with leverage. Myers 1977 as cited in Ahmed (2004:188) states that firms with high
debt tend to disclose more information to assure creditors that shareholders and management are less likely to bypass their covenant claims. Dumontier and
Raffournier (1995) as cited in Ahmed (2004) argue that increased disclosure of IAS requirement the monitoring role of financial statements. That, in turn,
reduces agency costs. Disclosures are expected to increase with leverage. This can be supported with the argument that firms will want to disclose detailed
information to gain access to the money market. We therefore this study hypothesize that:

He: There is a significant positive association between leverage and the extent of voluntary disclosure.

SECTOR

Disclosure differential may be associated with the type of product line, nature of production and nature of service provided (Ahmed, 2004). The association
between industry-type and disclosure is supported by empirical evidences, but the results are mixed. Ahmed (2005) finds industry-type to be a significant factor
accounting for the differences in the disclosure levels of the companies in their sample. Cooke’s (1989) findings report that manufacturing companies disclose
more information than other types of companies. But the findings of Owusu-Ansah (1998) and Akhtaruddin (2005) reveals that company status has no effect on
disclosure. Accounting policies and techniques may vary by industry and also the relevance of selected items of disclosure may vary across industries. According
to Wallace et al (1994), because of the peculiarities of some particular industries they may adopt disclosing more detailed information than mandated. Political
costs and competitive costs are expected to vary by industry. Higher potential political costs will make highly regulated industries to disclose more detailed
information whereas competition may make some industries to curtail information to avoid information leakage (Ferguson et al, 2002). The industry type is
believed to influence the amount and quality of information disclosed in annual reports. Therefore we state our hypothesis as below:

H;: There is significant positive association between industry and the extent of voluntary disclosure.

SIZE OF EXTERNAL AUDITORS

Although company management is primarily responsible for preparing the financial report, the company external auditors play a major role in the disclosure
policies and practices of their clients (Ahmed, 2005). Prior studies categorise audit firms on the basis of whether an auditor belongs to the ‘Big Five’ (Glaum and
Street, 2003) ‘Big Six (Wallace and Naser, 1995 or‘Big Four’ international audit firms or not. The size of the audit firm influences the amount and quality of
information disclosed in annual reports. The Big Four accounting firms are PriceWaterhouseCoopers, KPMG, Deloite and Touche, and Ernst and Young. Prior
studies provide evidence that type of auditor influences the overall level of disclosure. For instance, Singhvi and Desai (1971) and Street and Gray (2001)
recognize positive association between audit firm size and the extent of disclosure. We therefore state our hypothesis as below:

Hg: There is significant positive association between size of audit firm and the extent of voluntary disclosure.

RESEARCH METHODOLOGY

SELECTION OF SAMPLES

The study focuses on the companies listed on the first tier market of the Nigerian stock exchange. Presently, 200 companies were listed on the NSE comprising
the following industries - agriculture, footwear, automotives, banking, beverages, building materials and construction, chemicals, computer and technology,
conglomerates, engineering construction, food, health care, hotels, insurance, investments, manufacturing, media, metals, natural gas, printing, real estate,
services, textiles, telecommunication and transportation. Data were obtained from the annual reports of 50 (fifty) companies for the year 2008 using random
sampling. The samples composed of fourteen companies from the banking sector and thirty two from the non-banking sector as highlighted on Table 1 below.
The sector was classified into banking and non banking sector because the banking sector is distinguished from other sectors. According to research (Umoren,
2009), banking sector has maintained a high standard of compliance with accounting mandatory and voluntary disclosures, which is attributable to the reform,
regulation and competition in this sector. The year 2008 is of interest because at the time of research the annual reports of year 2008 were the ones most
readily available. Hardcopies of companies’ annual reports were collected and where they could not be retrieved, softcopies were obtained alternatively through
a website titled www.sbainteractive.com, which contains the database of annual reports of all listed companies in Nigeria.

TABLE 1: NUMBER OF SAMPLED COMPANIES

Frequency | Percent | Valid Percent | Cumulative Percent
Valid Non Banking sector | 32 69.6 69.6 69.6
Banking sector 14 30.4 30.4 100.0
Total 46 100.0 100.0

Source: Researchers (2010)

Measurement of Dependent Variables/ Scoring Method
Two checklists were created, one based on IFRSs disclosures which are voluntary in Nigeria in 2008 and the other on other voluntary accounting and non-
accounting disclosures. The check list contains twenty items while the second check list contains sixty items, making a total of eighty items in all.

1.  The first checklist contains selected IFRSs disclosures that are not contained in the Nigerian SASs (IAS 1, 10, 16, 18, 23, 24, 36, 38, 40 and IFRS 7)

2. The second checklist contains voluntary accounting and non-accounting items. These include accounting ratios, market data, corporate governance

and social reporting items.

Cooke’s (1989) approach was adopted in developing a scoring scheme to capture the levels of disclosure. It uses a dichotomous procedure in which each
disclosure item on the checklist is assigned a value of ‘1’ if it is disclosed and ‘0’if the item obviously relevant but not disclosed. Items obviously not applicable
and the items that the researcher does not know will be coded not applicable (NA). The disclosure index or score for each company was calculated as the
quotient of the items disclosed divided by the total number of items applicable for the company. The total score derives from the eighty items on the checklist.
Disclosure index is computed for each of the subgroups separately i.e (i) IFRS index, (ii) Non-IFRS index.
REGRESSION ANALYSIS
Multiple regression analysis is used to assess the relation between the voluntary disclosures and the various corporate characteristics. The corporate
characteristics contain corporate governance characteristics (board size, board composition and board ownership) company characteristics (company size,
profitability, leverage, and sector and auditor type). The Variance Inflation Factor (VIF), tolerance and correlation matrix was analysed to diagnose any
multicollinearity problem. Two regression models were utilized based on the score from the two disclosure indexes. They are as below:
IFRS; = Bo+ B1BS; + B2BC; + B3BO; + B4CS; + BsPR; + B6LE; + B;SEC; + Bs AUD; +¢; (1)
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Where IFRS; = Disclosure score for IFRS items for each listed company;

NIFRS; = Disclosure score for non-1FRS items for each listed company;

Bo =the intercept; € = the error term

Table 2 reports the proxies used for independent variables and the predicted direction of the relation with the extent of disclosure, for each hypothesis.
MEASUREMENT OF THE INDEPENDENT VARIABLES

TABLE 2: OPERATIONALIZATION OF INDEPENDENT VARIABLES

Corporate characteristics | Proxies Code | Predicted Signs
Board size Total number of executive and non executive board members | BS +
Board composition Ratio of non-executive members to the total Board size BC +
Board ownership Ratio of Board share ownership to the total shareholdings BO -
Company size Logarithm of total assets CS +
Profitability Return on assets PR +
Leverage Total liability to total equity LE +
Sector 1 for Banking industry, 0 otherwise SEC +
Auditor type 1 for Big 4, 0 otherwise AUD | +

Source: Researchers (2010)

RESULTS AND ANALYSIS

DESCRIPTIVE STATISTICS

As seen in Table 3 below, the average disclosure for IFRS items is 26.58%, with a minimum index of 0.04 and a maximum index of 0.65. The non-IFRS voluntary
disclosure index (0.3844) is higher than the mean of IFRS disclosure index (0.2658). This reveals that Nigerian companies disclose other voluntary accounting
related disclosures more than the stipulated disclosures required by IASB. This is basically because IFRS disclosures are not mandatory in Nigeria.

TABLE 3: DESCRIPTIVE STATISTICS OF DEPENDENT VARIABLES
N Minimum | Maximum | Mean | Std. Deviation
IFRS index 50 | .04 .65 .2658 | .12910

Non-IFRS index 50 | .18 .67 .3844 | .10782

Valid N (listwise) | 50
Source: Researchers’ survey (2010)

Table 4 presents the descriptive statistics of the independent variables. For the corporate governance variables, the board size ranged from 3 to 20 with a mean

of 10.52, the board composition ratio ranged from .33 to .92 with an average of .6828, while the board ownership reveals a ratio of between 0 and .66 with an

average of 0.8107. For the company attributes, company size, profitability, leverage the recorded mean is 7.6294, 0.1284 and 2.7203 respectively. Only leverage

recorded a high variation of 6.6518 due to the fact that the financial sector by its operations recorded a higher leverage compared to other sectors.

TABLE 4: DESCRIPTIVE STATISTICS OF INDEPENDENT VARIABLES

N | Minimum | Maximum | Mean Std. Deviation
Board Size 50 | 3 20 10.52 3.950
Board Composition | 47 | .33 .92 .6828 14917
Board Ownership 48 | .0000 .6607 .081069 1286224
Company Size 50 | 5.7839 9.2523 7.629432 | .9320465
Profitability 50 | -.1152 1.3100 128416 | .2492705
Leverage 50 | -10.2545 | 41.5200 2.720358 | 6.6518907
Valid N (listwise) 45

Source: Researchers’ survey (2010)
Table 5 presents the cross tabulation of the sector and auditor type. The banking sector made up 28% of the sample while the non-banking sector is 72%. With
respect to auditor type, 86% of the companies were audited by the big four audit firm while 14% were audited by the small firms. This reveal that predominantly
listed firms in Nigeria are audited by the big four auditing international firms, viz, KPMG, Akintola Williams Delloite and Co, Ernst and Young, and
PricewaterhouseCoopers Chartered Accountants.

TABLE 5: SECTOR * AUDITOR TYPE CROSSTABULATION

Auditor Type Total
Non big four audit firm | Big four audit Firm
Sector Non Banking sector Count 7 29 36
% of Total | 14.0% 58.0% 72.0%
Banking sector Count 0 14 14
% of Total | .0% 28.0% 28.0%
Total Count 7 43 50
% of Total | 14.0% 86.0% 100.0%

Source: Researchers’ survey (2010)

Collinearity Diagnosis

The diagnostic tests conducted are: Pearson correlation matrix, VIF (Variance inflation factor) and tolerance. These tests enable us to know if there is any threat
of multicollinearity. Traditionally, multicollinearity does not constitute a problem if the VIF does not exceed 10 and Tolerance for each of the variable is above 2.
Pearson correlation matrix of the continuous independent variables are employed to measure the linear relationship between the independent variables.
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TABLE 6: CORRELATIONS (A)

Board Size | Board Composition | Board Ownership | Company Size | Profitability | Leverage
Board Size Pearson Correlation | 1 .086 .020 .754 -.166 .523
Sig. (1-tailed) .286 .448 .000 .138 .000
Board Composition  Pearson Correlation | .086 1 -.228 -.227 -.086 .199
Sig. (1-tailed) .286 .066 .067 .288 .095
Board Ownership Pearson Correlation | .020 -.228 1 -.056 -.073 145
Sig. (1-tailed) 448 .066 .357 .316 171
Company Size Pearson Correlation | .754 -.227 -.056 1 -.078 .309
Sig. (1-tailed) .000 .067 .357 .306 .019
Profitability Pearson Correlation | -.166 -.086 -.073 -.078 1 -.087
Sig. (1-tailed) .138 .288 .316 .306 .286
Leverage Pearson Correlation | .523 .199 .145 .309 -.087 1
Sig. (1-tailed) .000 .095 171 .019 .286

a Listwise N=45
Source: Researchers’ survey (2010)
The table above presents the matrix of the linear relationships among the continuous independent variables. From observation, variables with high correlation
above .5 are company size and board size (.754) and leverage and board size (0.523). Despite this result we think the threat is not grievous. The VIF score was
between 1.287 and 4.931 while the tolerance was above 0.2, this further supports the fact that multicollinearity does not pose as a problem. The regression
result is as below.
REGRESSION RESULTS
IFRS DISCLOSURES
TABLE 7: REGRESSION RESULT 1

Model
coefficient | t Sig

1 (Constant) -.262 -1.044 | .304
Board Size .014 2.141 | .039
Board Composition | .043 371 713
Board Ownership .088 .750 458
Company Size .039 1.190 | .242
Profitability .027 456 .651
Leverage -.002 -1.001 | .324
Sector -.013 -.232 .818
Auditor Type .064 1.415 | .166

a Dependent Variable: IFRS index
As we can see in the coefficient column of Table 7, the independence variables board size, board composition, board ownership, company size, profitability and
auditor type are positive. While leverage and sector are negative. The only significant variable is board size at a significance of 5% level, while other variables are
not significant. This reveals that board size is the only variable that explains the attitude of listed Nigerian companies. Therefore, the larger the size of the board,
the more the tendency for the companies to voluntarily disclose IFRS requirements.

NON- IFRS DISCLOSURES
TABLE 8: REGRESSION RESULT 2

Model
Coefficient | t Sig

1 (Constant) -.028 -.122 .904
Board Size .012 1.982 | .055
Board Composition | .035 322 .749
Board Ownership -.048 -.440 .663
Company Size .034 1.115 | .272
Profitability .009 171 .865
Leverage .001 .586 .561
Sector -111 -2.072 | .045
Auditor Type .045 1.061 | .296

a. Dependent Variable: Non-IFRS index
From Table 8 above, the independence variables board size, board composition, company size, profitability, leverage, and auditor type are positive. While board
ownership and sector are negative. The two significant variables are sector (significance at 5% level) and board size (significant at 10%). The board size seems to
stand out for both IFRS and non-IFRS disclosures as a satisfactory explanatory variable for voluntary disclosures in Nigeria. Sector is also significant, this buttress
the fact that banking sector has maintained a high standard of compliance with accounting mandatory and voluntary disclosures.
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The positive and significant association with board size is in line with the empirical result of Akhtaruddin et al (2009). Empirical analysis by Akhtaruddin et al
(2009), provide the most statistically significant corporate governance variable is board size. This suggests that a larger board will provide more voluntary
information than a smaller one. He opined that level of disclosure is a strategic decision made by board of directors and the ability of directors to control and
promote disclosure is more likely to increase with the increase of directors on the board. With more directors, the collective experience and expertise of the
board will increase, and therefore, the need for information disclosure will be higher.

The significant association with sector is contrary with the findings of Owusu-Ansah (1998) and Akhtaruddin (2005) but similar to the findings of Haniffa and
Cooke (2002). According to Wallace et al (1994), because of the peculiarities of some particular industries they may adopt disclosing more detailed information
than mandated. Political costs and competitive costs are expected to vary by industry. Higher potential political costs will make highly regulated industries to
disclose more detailed information.

SUMMARY OF FINDINGS, RECOMMENDATIONS AND CONCLUSION

This study contains an empirical evidence of the relationship between corporate governance, company attributes and voluntary disclosures of fifty companies
quoted on the Nigerian Stock Exchange. A regression test is conducted to test the hypotheses developed in relation to the study. The result of the regression test
indicates that board size is positive and significant at 0.05 level and 0.10 level for IFRS disclosures and Non-IFRS disclosures respectively. This result satisfies the
hypothesis on the relationship between board size and voluntary disclosure. Therefore the hypothesis that there is a significant positive relationship between
board size and the extent voluntary disclosure is accepted. This explains that size of the board influences the extent of voluntary disclosures made by Nigerian
listed companies. Board composition, board ownership, company size, profitability, and auditor type are positive and insignificant for IFRS disclosures while
leverage and sector are negative and insignificant. Whereas for the Non —IFRS disclosures, board composition, leverage, company size, profitability, and auditor
type are positive while board ownership and sector are negative. For the Non —IFRS disclosures, sector is significant at 0.05 level. The regression analysis does
not support the hypothesis that there is a significant positive relationship between board composition, company size, profitability, auditor type, leverage, sector
and the extent of voluntary disclosure. This is because where the relationship is positive, it is not significant and where significant, it is negative as in the case of
sector. The hypothesis on the significant negative relationship between board ownership and corporate governance should be rejected because the regression
results show that there is an insignificant positive and negative relationship with voluntary disclosures. The implication of this empirical evidence is the
explanation that board composition, board ownership, leverage, company size, profitability, and auditor type, sector have no significant impact on the extent of
voluntary disclosures of listed companies in Nigeria. In this discussion, it is apparent that the only variable of corporate governance that influences the extent of
voluntary disclosure is board size.

The limitations encountered in this study include the insufficient weighting of scores for disclosure criteria in the sense that companies were awarded 1 for
disclosure of an item and O for non-disclosure without considering the depth of the disclosure of such item in the annual report. Also, the inability to access
annual reports covering longer periods rather than just a year inhibits the generalization to an extent.

A suggestion for further studies is the study of the effect of corporate governance and company attribute on voluntary disclosure with a larger sample size. Also,
the question of what is the optimal or appropriate board size required to enhance the extent of disclosure of companies in Nigeria can be studied. The weight of
the scores can be increased to a scale of 0-2 or above so as to make the result more robust. A further empirical analysis can be done by increasing the time
period of study suggestible a time series analysis or a longitudinal study so as to enable proper generalization of findings.

Based on the descriptive statistics, it is evident that Nigerian companies disclose 38% voluntary Non —IFRS disclosure and 26% IFRS disclosures which means that
there is more voluntary disclosure of Non- IFRS disclosures than IFRS disclosures. This suggests that Nigerian companies do not disclose sufficient information in
the annual reports for the use of the stakeholders since the disclosure rate is below 50%. Though some companies like First bank, GT Bank, and Oando Plc etc
restate their annual reports in IFRS formats, the companies need to go the extra mile to disclose information whether voluntary or not for the existing
shareholders and potential investors to take informed decisions.

A general recommendation based on the empirical findings is that Nigerian listed companies should have a board structure that accommodates a board size of
10 or 11 with an appropriate mix of executive and non executive directors since the average board size based on the descriptive statistics is 10.52. This is in
conformity with the Securities and Exchange Commission Code of Corporate Governance that recommends that the board size of Nigerian companies should not
exceed fifteen (15) persons.
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APPENDIX
APPENDIX 1: VOLUNTARY DISCLOSURE ITEMS

IFRS Disclosure Items

1 Did the financial statement include a statement of all changes in equity? (IAS 1.8)

2 Did the company disclose the judgments made by management in the process of applying accounting principles? (IAS 1.113)

3 Did the company disclose average number of employees for the period or the number of employees at the end of the period? (IAS 1.102)
4 Did the company disclose the date the financial statements were authorised for issue? (I1AS 10.17)

5 Did the company disclose the body that gave the authorisation? (IAS 10.17)

6 Did the entity disclose the existence of PPE whose title is restricted and pledged for security? (IAS 16.74a)

7 Did the enterprise disclose the accounting policy adopted for revenue? (IAS 18)

8 Did the enterprise describe each significant category of revenue? (IAS 18.35b)

9 Did the enterprise disclose the accounting policy adopted for borrowing costs? (IAS 23.29)

10 Are relationships between parents and subsidiaries disclosed irrespective of whether there are transactions between them? (IAS 24.12)
11 Did the entity disclose key management personnel compensation in total for different categories? IAS 24:16

12 Did the company disclose the policies adopted for impairment of assets (IAS 36)
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13
14
15
16
17
18
19
20

21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58

Did the company disclose the policies adopted for intangible assets. (IAS 38)

Did the company disclose for each type of intangible assets the useful life or amortization rate? (IAS 38.118)

Did the company disclose the policies adopted for investment properties whether fair value or cost model is used. (IAS 40.75a)

Did the company disclose the accounting policies for financial instruments? (IFRS 7.21)

Did the company disclose the significance of each financial instruments for an entity's financial position and performance (IFRS 7.8)
Does the qualitative disclosures describe risk exposures for each type of financial instrument? (IFRS 7.33)

Does the qualitative disclosures describe management's objectives, policies and processes for managing these risks (IFRS 7.33)

Does the summary quantitative include disclosures about credit, liquidity and market risks and how they are managed? (IFRS 7.34)

Other Accounting Related Disclosure Items
Share price information (trend)

Share price at year end

Market capitalization (trend)

Market capitalization at year end

Profitability ratio

Cash flow ratio

Liquidity ratio

Asset ratio

Gearing ratio

Comparison of main performance indicators with budget
Sales forecast (quantitative)

Profit forecast (quantitative)

Cash flow forecast (quantitative)

Effect of inflation on performance (quatitative)
Dividend pay out policy

Advertising quantitative information
Restatement of financial information into IFRS
Net asset per share

Financial highlight

Financial highlight (Trend analysis)

Corporate Governance Disclosures
A statement of corporate governance policy

Classification of board members to executive and non-executive

Information regarding the remuneration commitee of the Board.

Number of Board meetings held in the accounting year.
Dates of Board meetings in the accounting year.

Details of attendance of each director at the Board meetings.
Highlights of various commitees of the Board.

Brief terms of reference on each committee
Information on membership of each committee

The educational qualifications of Board of directors

The work experience of members of the Board
Statement of relationship with shareholders

Picture of all Board members

Chairpersons of each committee

Information remuneration to all directors

Age of Board members

Loans to the Board members

Loans to the senior management
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59
60

61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80

Duties and responsibilities of Board of Directors
Election and re-election of directors
Social Responsibility Disclosures

A statement of social responsibility policy
Policy regarding of employment of disabled persons

Health of employees

Environmental protection programme
Community service

Charitable donations

Training of Human Resources

Total number of employees

Employee classified by gender
Employee classified by function
Number of staff trained

Amount spent on training

Nature of training

Training policy

Categories of employee trained by function
Welfare Information (general)

Data on accidents

Recruitment policy

Safety policy

Remuneration policy

Sources: IAS 1, IAS2, IAS 16, IAS18, IAS 23, IAS 24, IAS 36, IAS 38, IAS 40, Meek et al (1995), Chau and Gray(2002), Haniffa and Cooke (2002), Akhtaruddin et al
(2009) and Yuen et al (2009).

APPENDIX II: PRIOR STUDIES ON THE ASSOCIATION BETWEEN CORPORATE GOVERNANCE, FIRM CHARACTERISTICS AND EXTENT OF VOLUNTARY

DISCLOSURES
Researchers Country Data analysis Significant variables (reported sign) Non Significant
variables(reported sign)
Khodadadi, Iran Logistic regression % of institutional investors' ownership (+) % of non-executive directors(-)
Khazami, and using unweighted
Aflatooni disclosure index for Firm Size(+) CEO/chairperson duality (-)
(2010) voluntary disclosure
Auditor type (+)
Apostolou and Greece Multiple regression Profits before interest and taxes (+) Percentage of shares owned by a
Nanopoulos using unweighted dominant personality (-)
(2010) disclosure index for IAS Number of shares in the stock exchange (+) Percentage of shares owned by
voluntary disclosure the public (+)
Percentage of independent members in the Board of Percentage of shares owned by a
Directors (+) family (+)
Note in the annual report that the
company complies with the
corporate
governance law (-)
Auditing firm (+)
Yuen and Liu China Multiple regression Ratio of independent non executive directors (+) Shares held by top 10
(2009) using weighted shareholders (+)
disclosure index for Firm size (log of total assets) (+) Shares held by government (+)
voluntary disclosure Leverage ratio (total liabilities to total ratio) (-) Profitability (Return on equity) (-)
Tradable shares (+) The existence of CEO duality. (+)
The existence of an audit committee (-) Industry type (-)
Akhtaruddin Malaysia Multiple regression Board size (+) Proportion of audit committee
et al (2009) using unweighted members (+)
disclosure index for
voluntary disclosure Proportion of independent nonexecutive directors (+) Nature of audit firms (+)
Proportion of outside share ownership (+) Total assets (log of total assets) (-)
Family control (-) Total capital employed (+)
Total number of employees (+) Leverage (+)
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Profitability (+)

Hossain(2008) | India OLS multiple regression Size ( Logarithm of total assets) (+) Age (age of banks in years) (+)
approach using Profitability (return on assets) (-) Complexity of business ( no of
unweighted disclosure subsidiaries) (-)
index for mandatory Board composition( ratio of non executive directors to total Asset in place(Book value of net
and voluntary directors) (+) fixed assets to total assets) (+)
disclosure Market discipline (non-performing assets to total assets) (-)

Capital adequacy ratio (-)

Collett and Australia Multinomial regression Issued shares (+) Issued debt (+)

Hrasky(2005) using unweighted Return on assets (+) Market capitalization (-)
disclosure index for Industry group (+)
voluntary governance Stock exchange listing (+)
disclosure

Haniffa and Malaysia Multiple regression Family members on Board (-) Board Composition (+)

Cooke (2002) using weighted Assets in place (+) Role duality (+)
disclosure index for Top ten shareholder (+) Chairperson is NED (-)
voluntary disclosure Foreign investors (+) Directors with cross-directorship

(+)
Profitability (+) Chair with cross-directorship (+)
Industry type (-) Size (Total assets) (+)
Gearing (Debt/equity) (+)
Diversification (+)
Complexity of business (+)
Institutional investors (-)
Multiple listing (+)
Type of auditor (+)
Listing age(+)
Foreign Activities (+)

Chau and Hong Kong Multiple Regression Ownership structure(+) Auditor (+)

Gray(2002) and using unweighted Sale (+) Leverage (-)

Singapore voluntary disclosure Profitability (+)
Multinationality (+)
Industry- Hong Kong (+)
Industry- Singapore (+)

Bujaki (2002) Canada Two stage OLS Revenue (-) Increase in share capital (+)

regression Leverage (+) Regulated industry (-)
Independence of the directors (+)
Corporate governance (-)
Log of total assets (+)

Ho and Hong Kong Multiple regression Audit Committee (+) Independent non-executive

Wong(2001) using weighted directors (+)
disclosure index for Percentage of family members on board (-) Dominant personality (+)
voluntary disclosure Firm size(Log of total asset) (+) Leverage (Ratio of total debt to

equity) (-)

Manufacturing (+) Asset in place( Ratio of NBV of
fixed assets to total assets)(+)
Profitability Return on capital
employed) (+)
Conglomerate(+)
Banking/ Finance (-)

Raffournier Switzerland | Multiple Regression on Size(Total asset, Sales, Log of total assets, Log of Sales)(+) Ownership structure (+)

(1995) unweighted voluntary Profitability(+) Leverage (+)
disclosure Fixed Assets (-)

Internationality (+)

Meek, Roberts | UK, US and | Multiple Regression on Size (+) Industry Metal(+)Consumer goods

and Continental | unweighted voluntary (-)

Gray(1995) Europe disclosure Country (+) Multinationality(+)

Industry Oil (+) Profitability (+)
Leverage (-)
Listing Status(+)

Wallace, Naser | Spain OLS ranked regression Log of total Assets(+) Gearing (+)

and Liquidity (-) Earning (+)

Mora(1994) Listed (-) Profitability (+)

Industry (+)
Audit (-)
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ABSTRACT

Currency futures are new forex risk management insturment. It is one of the better tool to hedge the foreign risk for the companies who have an exposure to
foreign exchange either because of export or import. As these days Indian export as well as import are booming with huge volume so it is risky for the companies
to keep an huge open positions, which can result into huge losses so forex futures is a better hedging tool where one can book the profit even before the
receivables has arrived. While the process for introduction of contracts in other currencies such as rupee-euro, or rupee-yen may soon be available, the
government wants the product basket to be akin to the OTC markets. Indian financial sector regulators are set to launch currency options shortly. Introduction of
options will be good development as it will lead to diversification. Futures with non-dollar currencies can minimize the risk also. The extension of working hours
will also helpful in increasing the volume of currency futures trading. All residents Indians are allowed to participate in currency futures, but this is expected to
change once the local market has reached a maturity level than NRIs and Flls will also participate in currency futures in India. It is feasible to shift trading to other
currencies to exchange platform as volumes have grown apparently. Greater trade and financial flows from Euro Zone and Japan can make standardized
contracts possible.

KEYWORDS

Currency, Management, Foreign Exchange, Import, Export, Forex.

INTRODUCATION

he global liberalization and integration of financial markets has created new investment opportunities, which in turn require the development of new

instruments that are more efficient to deal with the increased risks. Institutional investors who are actively engaged in industrial and emerging markets

need to hedge their risks from these internal as well as cross-border transactions. Agents in liberalized market economics who are exposed to volatile
commodity price and interest rate changes require appropriate hedging products to deal with them and the economic expansion in emerging economics
demands that corporations find better ways to manage financial and commodity risks.
The most desired instruments that allow market participants to manage risk in the modern securities trading are known as derivatives. The main logic behind the
derivatives trading is that derivatives reduce the risk by providing an additional channel to invest with lower trading cost and it facilitates the investors to extend
their settlement through the future contracts. It provides extra liquidity in the stock market. Derivative products like futures and options on Indian stock markets
have become important instruments of price discovery, portfolio diversification and risk hedging in recent times. The global liberalization has brought inherent
risk, and as result, corporate and institutional investors are looking towards derivatives for hedging the risk. Due to the increasing volume of global trade the
volume of capital flows is on rise and many more banks are getting exposure to different currencies and growing derivatives in foreign trade. The derivatives are
immensely used by various banks to bring variations in the funds to improve the health of their portfolios. Futures trading, a popular financial instrument is the
most important tool of derivatives through which the trading is done in the capital market.

ROLE OF FINANCIAL DERIVATIVES

Derivatives may be traded for a variety of reasons. Derivatives enable a trader to hedge some pre-existing risk by taking positions in derivatives markets that
offset potential losses in the underlying or spot market. In India, most derivatives be used for hedging purposes only. Another motive for derivatives trading is
speculation (i.e. taking positions to profit from anticipated price movements). In practice, it may be difficult to distinguish whether a particular trade was for
hedging or speculation, and active markets require the participation of both hedgers and speculators.

It is argued that derivatives encourage speculation, which destabilizes the spot market. The alleged destabilization takes the form of higher stock market
volatility. The reason behind it is informational effect of the futures trading. Futures trading can alter the available information for two reasons: first, futures
trading attract additional traders in the market; second, as transaction costs in the futures market are lower than those in the spot market, new information may
be transmitted to the futures market more quickly. Thus, future markets provide an additional route by which information can be transmitted to the spot
markets and therefore, increased spot market volatility may simply be a consequence of the more frequent arrival and more rapid processing of information.
The volatility on the Indian stock exchanges may be thought of as having two components. The volatility arising due to information based price changes and
volatility arising due to noise trading/speculative trading, i.e., destabilizing volatility. As a concept, volatility is simple and intuitive.

Introduction of derivatives in the Indian capital market was initiated by the Government following, L C Gupta Committee Report on Derivatives in December
1997. The report suggested the introduction of stock index futures in the first place to be followed by other products once the market matures. Following are
the recommendations and pursuing the integration policy, futures on benchmark indices (Sensex and Nifty 50) were introduced in June 2000. The policy was
followed by introduction of index options on indices in June 2001, followed by options on individual stocks in July 2001. Stock futures were introduced on
individual stocks in November, 2001 (Nath 2003).

By definition, derivatives are the future contracts whose value depends upon the underlying assets. When derivatives are introduced in the stock market, the
underlying asset may be anything as component of stock market like, stock prices or market indices, interest rates, etc. Derivatives products are specilized
contracts which signify in agreement or an option to buy or sell the underlying asset to extend up to the maturity time in the future at a prearranged price.

Only futures and options are used in this analysis, so these are introduced in brief:

OPTIONS

An Option is a contract which gives the right, but not an obligation, to buy or sell the underlying asset at a stated date and at a stated price. While a buyer of an
option pays the premium and buys the right to exercise his option, the writer or an option is the one who receives the option premium and therefore obliged to
sell/buy the asset if the buyer exercises it on him.
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FUTURES

A futures contract is an agreement between two parties to buy or sell an asset at a certain time in the future at a certain price. Presently Index futures on S&P
CNX NIFTY and CNX IT, Futures are available for trading at NSE. All the futures contracts are settled in cash.. A futures contract is a forward contract which trades
on an exchange. Futures markets feature a series of innovations in how trading is organized. Futures contracts are exchange-traded derivatives. The exchanges
clearing house acts as counterparty on all contracts, set margin requirement and crucially provides a mechanism for settlement. There are three types of
persons who deal in futures- Speculators, hedgers and arbitrator.

OBIJECTIVE

The present study is focused on the following objectives:

1) To offering insight into currency futures derivatives market in India.
2) To study the future prospects of currency futures trading in India.
3) To do a critical analysis of currency futures.

4) To study the various instrument, i.e. options, futures and swaps.

RESEARCH METHODOLOGY
The present study is based on Descriptive Research with the help of secondary data. The secondary data is published reports of NSE, RBI, MCX-SX and
Newspaper. The area under study is BSE-Sensex, Reserve Bank of India (RBI) and S&P Nifty.

CURRENCY FUTURES

A currency future is a future contract to exchange one currency for another at specified date in the future at a price on which a specific currency can be purchase
or sold at future date. When the underlying is an exchange rate, the contract is termed a “currency futures contract”. In other words, it is a contract to exchange
one currency for another currency at a specified rate and at a specified time in the future. Therefore, the buyer and the seller lock themselves into an exchange
rate for a specific value and exceed 12 months. Most of the contract has physical delivery, so for those held at the last day, actual payments are made in each
currency.

PRICING

The pricing of a currency futures contract is completely determined by the prevailing spot rate and interest rates. Otherwise, investors would be able to
arbitrage the difference between the futures and spot prices. The futures price is given by:

where:

F = futures price

S = spot price

T = interest rate of the term currency

rB = interest rate of the base currency

T =tenor

Users of Currency Futures

Currency Future is a derivative instrument that can be used by hedgers, speculators, and arbitrageurs.

A Hedger uses the instrument to reduce risk by locking on to a future exchange rate and mitigate the risks due to adverse movements of the exchange rate. This
can also reduce his profits. For example, Jenson is a investor in America. Who will receive £1,50,000 on January 1. The current exchange rate implied by the
futures is $1.7/£. He can lock in this exchange rate by selling € 1,50,000 worth of future contract expiring on January 1. That why, he is guaranteed an exchange
rate of $ 1.2/€ regardless of exchange rate fluctuations in the meantime.

A Speculator the instrument to take a risk by betting on a position based on his view on the future exchange rate between two currencies. In other words
Currency futures can also be used to speculate and, by incurring a risk, attempt to profit from rising or falling exchange rates.

An Arbitrageur takes arbitrage as the strategy of taking advantage of difference in price of the same or similar product between two or more markets. That is,
arbitrage is striking a combination of matching deals that capitalize upon the imbalance, the profit being the difference between the market prices. If the same
or similar product is traded in say two different markets, any entity which has access to both the markets will be able to identify price differentials, if any. If in
one of the markets the product is trading at higher price, then the entity shall buy the product in the cheaper market and sell in the costlier market and thus
benefit from the price differential without any additional risk.

HISTORY

Currency futures are being increasingly used as hedging tool. Currency futures were first started in 1972 at the Chicago Mercantile Exchange (CME), less than a
year after the system of fixed exchange rates was abandoned along with the gold standard. International Monetary Market (IMM). It was launched for trading in
seven currency futures on May 16, 1972. Today the IMM is a division of CME.

CURRENCY FUTURES IN INDIA

Currency futures were launched only a year ago in 2008 with NSE starting trade towards end of August and Bombay Stock Exchange and the MCX-SX following
closely in October. It has been observed that average turnover of these instrument in the NSE and MCX-SX in December was nine times higher than a year
earlier. These exchanges are currently clocking an average daily turnover of Rs. 20,000 crore in currency products while it was just Rs. 2400 crore in January this
year. The turnover in NSE and MCX-SX has increased tremendously but the turnover on BSE has been negligible in the second half of 2009 and the exchange has
announced plans to shift its currency future platform to the new exchange. The participation of investors and traders has been increasing sharply due to
volatility in dollars between Rs. 49 and Rs. 46 over the last few months. Reserve Bank of India has proposed for permitting the three recognized stock exchanges
to trade currency futures.

Markets regulator SEBI has said that the exchange-traded currency futures market is more efficient than the over-the-counter (OTC) interbank. The bid-ask
spread gives an indication of the cost and ease with which a contract can be traded, essentially a proxy for a market’s liquidity. In a recent research paper,
Gurnain Kaur Pasricha, a senior analyst at bank of Canada said Brazil is the only country in the world, prior to India, where the currency futures market has
become more liquid than the forward market.

“Once the exchange (traded market) becomes liquid, the network externality of market liquidity sucks in further order flow and preserves the domination of the
exchange, even after these rules (helping the segment) are removed,” she concluded in the paper. The SEBI study also says the share of merchant (corporate)
transactions in the OTC market has fallen from 63% in November 2008 to 30% in November 2008. This could mean that as a hedging tool, merchants are
probably moving to the futures market, the memorandum said. U. Venkatraman, Executive Director, MCX Stock Exchange attributes this to banks offering the
product to customers encouraging participation from exporters, importers and other small and medium enterprises.
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The government is looking to deepen the currency futures market by allowing trading in more currencies including the Euro and Yen and on the exchanges,
giving companies more options to hedge their exchange rate risks.

This will also help currency futures market move away from the opaque over-the-counter market (OTC) to more transparent and efficient exchange-traded
platform. It would also bring down the cost of exchange rate hedging for companies.

Currently only Rupee-Dollar contracts are traded on the exchanges. Though, RBI has consented to introduction of INR-Euro contracts on exchanges, there is
some resistance towards introducing Euro-Dollar and other such contracts, a move that would broaden the currency futures market in the country.

“The opinion in favour of exchange-traded products has strengthened after the financial crisis and it is viewed as more transparent and efficient.” Moreover,
exchange traded currency products has reduced the costs substantially.

CURRENCY FUTURES PROSPECTS

Currency futures are new forex risk management insturment. It is one of the better tool to hedge the foreign risk for the companies who have an exposure to
foreign exchange either because of export or import. As these days Indian export as well as import are booming with huge volume so it is risky for the companies
to keep an huge open positions, which can result into huge losses so forex futures is a better hedging tool where one can book the profit even before the
receivables has arrived.

Prime Minister Manmohan Singh had in his speech at the India Economic Summit said: “We need to improve futures markets for better price discovery and
regulation.”

While the process for introduction of contracts in other currencies such as rupee-euro, or rupee-yen may soon be available, the government wants the product
basket to be akin to the OTC markets.

Indian financial sector regulators are set to launch currency options shortly. Introduction of options will be good development as it will lead to diversification.
Futures with non-dollar currencies can minimize the risk also. The extension of working hours will also helpful in increasing the volume of currency futures
trading. All residents Indians are allowed to participate in currency futures, but this is expected to change once the local market has reached a maturity level
than NRIs and Flls will also participate in currency futures in India.

It is feasible to shift trading to other currencies to exchange platform as volumes have grown apparently. Greater trade and financial flows from Euro Zone and
Japan can make standardized contracts possible.

A move is also a foot to clean up the regulation for all exchange trade derivative products by bringing them all under one regulator. Inter-ministerial
consultations have already been initiated in this regard.
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ABSTRACT

CASA stands for current account and savings account deposits which are offered by the banks. It is fortunate that only the financial service company which is
registered under banking Regulation Act1939 is eligible to offer this type of deposits. It is otherwise called as Low cost deposits. Because this deposits are offering
3 to 3.5% interest to the depositors rather than recurring and fixed deposits. When these deposits are utilized for loans and advances, bank is charging minimum
8% interest. So the minimum interest spread for every bank will be 4.5% on all types of loans and advances schemes provided they are dependent on this type of
deposits. This study is made to visualize how much is the growth of CASA deposits over the period of time and how it helps the banks increase their interest
spread and thereby making their profit position comfortable. For this study, 10 years CASA deposit growth of 25 banks was taken for analysis. By the use of
correlation technique, the degree of relationship between CASA growth and interest spread, CASA Deposit ratio growth and operating profit, CASA Deposit ratio
growth and branch growth were found out.

KEYWORDS

Casa, Deposit, Growth, Saving, Financial.

INTRODUCTION

he government has asked public sector banks (PSBs) to increase focus on attracting low-cost current account, savings account (CASA deposits) in order to
contain their cost of funds. It will also enable them to maintain a softer interest rate regime. The government has asked for specific CASA targets from
public sector players, which have been provided by the banks as part of the discussion on statement of intent setting the targets for the current financial
year. Bankers said that most public sector players had indicated a CASA growth of 17-20 per cent for the current financial year.
While the banks earlier focused on deposit growth, CASA deposits are coming into prominence for the first time. The move comes amid expectations of
hardening of interest rates. “The government wants banks to increase their CASA deposits. These low-cost deposits will help us to contain costs, which means
that a softer interest rate regime can be maintained,” a banker said. Over the last three years, the share of low-cost deposits for public sector banks has dropped
from 39.95 per cent at the end of March 2006 to 32.66 per cent at the end of March 2009.This year; Corporation Bank and Allahabad Bank have projected a 17-
18 per cent growth in low-cost deposits. For Corporation Bank, the share of CASA in total deposits fell to 23.84 per cent in June as against 31.44 per cent at the
end of March. The bank expected to close the current financial year with CASA deposits of 25 per cent.
Even banks such as State Bank of India have witnessed a fall in the share of CASA to total deposits and have initiated steps to increase it. In case of SBI, the share
of CASA in total deposits fell to 38.45 at the end of June this year as against 39.26 per cent in March due to a decline in current account balances. An increase in
low-cost deposits would also help banks to improve their net interest margins (NIMs) which came under severe pressure in the first quarter.
Repeated cuts in the benchmark prime lending rates since October-November last year also brought pressure on it. This declining has revealed in all the
correlation analysis done in the analysis part of the study. In aligning with Branch growth, Net interest margins and operating profit, CASA deposits are shown
negative relationship. It seems that Branch expansion and profitability do not support Current and savings account deposits.
On the other side, the fate of private sector banks is totally other way around. There is the perfect correlation between CASA and branch growth; between CASA
and Net Interest Margin and in between CASA and operating profits. It seems that Branch expansion and profitability do support Current and savings account
deposits.

CONCEPTS USED IN THIS STUDY

1. Net Interest Margin: It is the difference between the interest rate of banks” offer of loans and advances and the interest rate of banks’ borrowings.

2. Branch growth ratio: It is the connection between the total number of individual branches and total number of all branches of all the sample banks across the
bank industry.

3. Operating Profit: It is the Earnings before interest and taxes.

RESEARCH METHODOLOGY

RESEARCH PROBLEM

Finding out the impacts of maintaining CASA deposits.

RESEARCH DESIGN

ANALYTICAL OR MODELING RESEARCH

It is nothing but a modeling research which is spelling out the present and future impacts based on past years information. The theme of the study is whether
the CASA business proposition helps improve financial performance or not.
SIZE OF THE POPULATION

Total sample is 25 banks.

NAME OF THE SAMPLE TYPE

Proportionate Stratified random sampling

REASON FOR USING THIS TYPE IN THIS STUDY
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This sampling method is used in this study because there are two segments namely nationalized banks and New Generation banks. Nationalized banks are
government owned banks and administered by Government whereas new generation segment is owned by private and administered by private with
surveillance of Reserve bank of India.

SAMPLE FRAME

NSE listed stocks

SAMPLE SIZE

8 banks in two groups; one group is nationalized banks segment which contains 4 banks and another is new generation segment which also contains 4 banks.
The names of the nationalized banks are 1. Andhra bank, 2. Oriental bank of commerce, 3. State bank of India. 4. Indian overseas Bank. The names of the new
generation segment are 1. HDFC bank, 2. ICICI Bank, 3.Axis bank. 4 .IDBI bank.

TOOLS USED FOR ANALYSIS

Researcher has used Correlation Technique to perform the study.

OBJECTIVES OF THE STUDY
1.  To find out reasons for low growth of Nationalized Banks deposits
2 To find out the relationship between CASA deposit growth and Interest spread
3. Tofind out CASA deposit growth and Branch growth
4 To find out the relationship between Interest Spread and Operating Profit growth

SCOPE OF THE STUDY

This is the secondary data study which covers the period from 2001-02 to 2009-10. This study mentions only the Impact of CASA Deposit growth on the
Profitability of NSE listed Nationalized Banks and New Generation Banks in India. It is a comparative study. As far as this study is concerned, only the branch
expansion leads to the growth of deposits. In turn this deposit growth leads to the profitability of the banks. The scope of the study is confined to current and
savings account deposits growth only.

LIMITATION OF THE STUDY
1.  This study bears all the negative effects of secondary data analysis
2. Thetransactions before 2001-02 and after 2009-10 are not taken in to account.
3. With respect to branch growth, only as on 2009-10 the numerical strength of branch only is taken in to account for consideration. Yearly additions of
branches are not taken.
4.  The coverage of the analysis is limited to NSE listed banks. Other stock exchange listed and unlisted banks have not taken as the samples. So the
findings of the study may not apply to them.

ANALYSIS AND INTERPRETATION

REASONS FOR HIGH GROWTH OF NATIONALIZED BANKS DEPOSITS

. The global financial crisis which triggered in September2008 in the US market and subsequently spread all over the world. It has impacted the Indian
banking in several ways although the latter remained insulated from the severe jolt experienced by its counterparts, particularly in advanced countries.

. Depositors seem to have perceived more risk in depositing their money with private sector banks and shifted their loyalty to public sector banks. For
instance, the share of public sector banks in total deposits which stood at 73.91 per cent before the crisis and this figure increased to 77.61 per cent as at
the end of March2009 that is during the crisis and further increased to 77.68 per cent as at end March 2010 after recovery began. So the investors risk
perception has been the reason for the increased growth of all nationalized (Public sector) banks and decreased growth of all private sector and foreign
banks in India.

Source: www.businessline.in/banking

TABLE-1 SHOWING THE FINANCIAL PERFORMANCE OF SAMPLE BANKS FOR THE AVERAGE OF 9 YEARS —NATIONALIZED SEGMENT

S.No. | Name of sample banks CASA to total deposit ratio | Branch growth ratio | NIM to Total assets | Operating profit to total assets
in times in times In times In times
1 State bank of India 0.39 24 2.87 2.08
2 Bank of India 0.32 3.67 2.92 2.92
3 Andhra bank 0.33 2.72 2.84 2.48
4 Oriental bank of commerce | 0.28 8.25 2.94 2.51
INTERPRETATION

As far as CASA deposit ratio is concerned, State bank of India is leading tally. It is grown by 0.39 times, whereas Oriental bank of commerce is lowest among all
banks. It is only 0.28. On the other side in the case of operating profit to total assets oriental bank of commerce is more than all other banks among samples. The
result is 2.51 times. Whereas State bank of India is only 2.08 times. From this fact and figures, it is evident that CASA deposit is nothing to do with bank’s profit
position. It is clearly vindicated in Net interest margin also.

TABLE-1 B SHOWING THE FINANCIAL PERFORMANCE OF SAMPLE BANKS FOR THE AVERAGE OF 9 YEARS —~NEW GENERATION SEGMENT

S.No. | Name of sample banks | CASA to total deposit ratio | Branch growth ratio | NIM to Total assets | Operating profit to total assets
in times in times In times In times
1 ICICI Bank 0.24 2.69 2.02 1.99
2 HDFC Bank 0.50 2.68 3.92 3.00
3 IDBI bank 0.22 .28 1.49 1.43
4 ING Vysya bank 0.23 0.85 2.05 1.36
INTERPRETATION

In terms of financial performance, it is known that HDFC is found to be No | bank on all aspects. In the case of CASA to total deposit ratio, it is 0.5 which is higher

than all other sample banks. In the case of branch growth (2.68), it is next to ICICI bank only and in terms of NIM to total assets and operating profits to total

assets, the ratios are 3.92 times and 3.00 times respectively which much higher than all other sample banks. The least performing bank is IDBI Bank in terms all

aspects be it CASA to deposit ratio(0.22), branch growth in times(0.28), NIM to total assets in times(1.49) and operating profit to total assets in times( 1.43).

1.CASA GROWTH ANALYSIS THROUGH CORRELATION TECHNIQUE FOR NATIONALIZED BANKS SEGMENT

I CASA deposit ratio growth Vs. Bank branch growth: Here the amount of relationship between bank branches and the amount of CASA deposit ratio is
found out. It gives light on the contribution of bank branches expansion to deposit growth.
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TABLE-2 SHOWING CORRELATION BETWEEN CASA DEPOSIT RATIO GROWTH AND BANK BRANCH GROWTH

I SSN 2231-1009

S.No. | Name of sample banks CASA to total deposit ratio | Bank branch growth
in times
1 State bank of India 0.39 2.69
2 Bank of India 0.32 2.68
3 Andhra bank 0.33 .28
4 Oriental bank of commerce | 0.28 0.85
Correlation coeffiencient -0.952

Computation correlations through SPSS software

TABLE — 2A SHOWING THE CORRELATION DETAIL BETWEEN CASA & BRANCH GROWTH

SPSS details CASA Deposits to Total Deposits | Branch growth ratio in times
CASA Deposits to Total Deposits  Pearson Correlation | 1 -.952(%)

Sig. (2-tailed) .048

N 4 4
Branch growth ratio in times Pearson Correlation | -.952(*) 1

Sig. (2-tailed) .048

N 4 4

* Correlation is significant at the 0.05 level (2-tailed).
INTERPRETATION
It is a negative relationship between CASA Deposits to Total Deposits and Branch growth ratio in times. The result is -0.952. It seems that the times increase in
CASA deposit is less than the times increase in branch growth Therefore branch growth has nothing to do with Current and saving account deposit growth. This
result is consolidated average for 4 banks, covering 9 financial years data from 2001-02 to 2009-10.

TABLE-3 SHOWING CORRELATION BETWEEN CASA DEPOSIT AND NIM / TOTAL ASSETS IN TIMES

S.No. | Name of sample banks CASA to total deposit ratio | NIM / total assets
in times
1 State bank of India 0.39 2.87
2 Bank of India 0.32 2.92
3 Andhra bank 0.33 2.84
4 Oriental bank of commerce | 0.28 2.94
Correlation coeffiencient -0.641

TABLE —3A SHOWING THE CORRELATION DETAIL OF CASA & NIM

SPSS details CASA Deposits to Total Deposits | Net Interest Margin(NIM) to total Assets
CASA Deposits to Total Deposits Pearson Correlation | 1 -.641
Sig. (2-tailed) .359
N 4 4
Net Interest Margin to total Assets  Pearson Correlation | -.641 1
Sig. (2-tailed) .359
N 4 4

INTERPRETATION

Like the former one, It is also a negative relationship between CASA Deposits to Total Deposits and Net Interest Margin (NIM) to total Assets ratio in times. The
result is-0.641. It seems that the times increase in CASA deposit has reduced the Net Interest Margin (NIM) growth. It may be because of consistent decrease
in interest rates on Loans as well as Net interest Margin. Therefore Net Interest Margin (NIM) growth has nothing to do with Current and saving account
Deposit growth. This result is consolidated average for 4 banks, covering 9 financial years data from 2001-02 to 2009-10.

TABLE-4 SHOWING CORRELATION BETWEEN CASA DEPOSIT AND OPERATING PROFIT/ TOTAL ASSETS RATIO

S.No. | Name of sample banks CASA to total deposit ratio | operating profit/ Total assets ratio
in times
1 State bank of India 0.39 2.08
2 Bank of India 0.32 2.92
3 Andhra bank 0.33 2.48
4 Oriental bank of commerce | 0.28 2.51
Correlation coeffiencient -0.639
TABLE-4A SHOWING THE CORRELATION BETWEEN CASA & OPERATING PROFITS
SPSS details CASA Deposits to Total Deposits | Operating profits to total assets
CASA Deposits to Total Deposits  Pearson Correlation | 1 -.639
Sig. (2-tailed) .361
N 4 4
Operating profits to total assets ~ Pearson Correlation | -.639 1
Sig. (2-tailed) .361
N 4 4
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INTERPRETATION

The researcher is able to get the same negative effect of CASA deposit growth as it is in the case of its correlation with Branch growth in times and Net interest
margin to total assets ratio. The correlation is -0.639. The fact is CASA deposit growth has pulled down the operating profit growth. So whenever there was a
reduction in CASA Deposits, operating profits went up and vice versa. It had been the case from the reading of past nine years data from 2001-02 to 2009-10.
This CASA deposit growth did not support operating profits to up. This result is consolidated average for 4 banks, covering 9 financial years data from 2001-02 to
2009-10.

1. CASA growth analysis through Correlation technique for New generation banks Segment

TABLE-5 SHOWING CORRELATION BETWEEN CASA DEPOSIT RATIO GROWTH AND BANK BRANCH GROWTH

S.No. | Name of sample banks | CASA to total deposit ratio | Bank branch growth
in times
1 ICICI Bank 0.24 2.69
2 HDFC Bank 0.50 2.68
3 IDBI bank 0.22 .28
4 ING Vysya bank 0.23 0.85
Correlation Coefficient 0.611

TABLE — 5A SHOWING THE CORRELATION DETAIL BETWEEN CASA & BRANCH GROWTH

SPSS details CASA deposits to Total Deposits ratio | Branch growth in times
CASA deposits to Total Deposits ratio  Pearson Correlation | 1 611
Sig. (2-tailed) . .389
N 4 4
Branch growth in times Pearson Correlation | .611 1
Sig. (2-tailed) .389
N 4 4

INTERPRETATION

It is a positive relationship between CASA Deposits to Total Deposits and Branch growth ratio in times. The result is 0.611. It seems that the times increase in
CASA deposit is much higher than the times increase in branch growth Therefore branch growth has something to do with Current and saving account deposit
growth. This result is consolidated average for 4 banks, covering 9 financial years data from 2001-02 to 2009-10

TABLE-6 SHOWING CORRELATION BETWEEN CASA DEPOSIT AND NIM / TOTAL ASSETS IN TIMES

S.No. | Name of sample banks CASA to total deposit ratio | NIM / total assets
in times
1 ICICI Bank 0.24 2.02
2 HDFC Bank 0.50 3.92
3 IDBI bank 0.22 1.49
4 ING Vysya bank 0.23 2.05
Correlation coeffiencient 0.981
TABLE —6A SHOWING THE CORRELATION DETAIL OF CASA & NIM
SPSS details CASA deposits to Total Deposits ratio | Net interest margin to total assets ratio
CASA deposits to Total Deposits ratio Pearson Correlation | 1 .981(*)
Sig. (2-tailed) . .019
N 4 4
Net interest margin to total assets ratio  Pearson Correlation | .981(*) 1
Sig. (2-tailed) .019
N 4 4

* Correlation is significant at the 0.05 level (2-tailed).
INTERPRETATION:
Like the former one, It is also a positive relationship between CASA Deposits to Total Deposits and Net Interest Margin (NIM) to total Assets ratio in times. The
result is 0.981. It seems that the times increase in CASA deposit has driven the Net Interest Margin (NIM) growth to increase. Therefore Net Interest Margin
(NIM) growth has something to do with Current and saving account Deposit growth. This result is consolidated average for 4 banks, covering 9 financial years
data from 2001-02 to 2009-10.

TABLE-7 SHOWING CORRELATION BETWEEN CASA DEPOSIT AND OPERATING PROFIT/ TOTAL ASSETS RATIO

S.No. | Name of sample banks CASA to total deposit ratio | operating profit/ Total assets ratio
in times
1 ICICI Bank 0.24 2.08
2 HDFC Bank 0.50 2.92
3 IDBI bank 0.22 2.48
4 ING Vysya bank 0.23 2.51
Correlation coeffiencient 0.945
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TABLE-7A SHOWING THE CORRELATION BETWEEN CASA & OPERATING PROFITS

SPSS Details CASA deposits to Total Deposits ratio | operating profit to total assets
CASA deposits to Total Deposits ratio  Pearson Correlation | 1 .945
Sig. (2-tailed) . .055
N 4 4
operating profit to total assets Pearson Correlation | .945 1
Sig. (2-tailed) .055
N 4 4
INTERPRETATION

The researcher is able to get the same positive effect of CASA deposit growth as it is in the case of its correlation with Branch growth in times and Net interest
margin to total assets ratio. The correlation is 0.945. The fact is CASA deposit growth has caused the operating profit growth. So whenever there was a increase
in CASA Deposits, operating profits went up and vice versa. It had been the case from the reading of past nine years data from 2001-02 to 2009-10. This CASA
deposit growth did support operating profits to up. This result is consolidated average for 4 banks, covering 9 financial years data from 2001-02 to 2009-10.

FINDINGS OF THE STUDY

1.  After the recession, the risk perception of the depositors has turned positively towards nationalized banks as the growth increased from
73.91 per cent to 77.68 per cent.

2. Inthe case of nationalized banks segment, correlation between CASA and Branch growth is -0.952; CASA and Net interest margin growth is
-0.641; CASA and Operating profit growth is -0.639. Here all the variables are negatively correlated.
3. In the case of new generation banks segment, correlation between CASA and Branch growth is 0.611; CASA and Net interest margin

growth is 0.981; CASA and Operating profit growth is 0.945. Here all the variables are positively correlated

CONCLUSION

It is quite evident that only deposits growth and Credit demand will increase the profitability of any banks irrespective its size. Having got this assumption, the
researcher has covered only deposits part for carrying out financial performance study. CASA is a low cost deposit as it offers only low interest rates to the
deposits unlike term deposits. This kind of deposits increase will spell out positive growth in maintaining number of branches, increasing net interest margins as
spread (Interest receipt —Interest payment) is increasing and it will result phenomenal growth in operating profits. What is concluded in this study is this CASA
deposits had not created any kind of positive impacts on all three criterion variables in the case of nationalized banks. So profitability is achieved because of
other factors only. Whereas in the case of new generation banks, CASA had created all kinds of positive impacts on all variables namely Branch growth, Net
Interest Margin and Operating Profits.
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ABSTRACT
Shrimp culture is the biggest contributor to the coastal aquaculture throughout the world. The potential brackish water area available in coastal regions of
country for shrimp culture is about 1.2 million hectares is under culture. The export of cultured shrimps from our country is about 50% of the total shrimp exports.
Hence there is a vast potential for further development of coastal shrimp aquaculture in our country. But the rapid increase in shrimp farming in the last decade
has resulted in environmental and social concerns. However these concerns are now largely taken care of and the social acceptability of shrimp farming has been
attained. To increase the production of shrimp farming aquaculture many issues and ideas are being discussed in recent times and some of them have resulted in
fierce debates and sharp polarization of views.
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INTRODUCTION

. vannamei was introduced into Asia experimentally from 1978-79, but commercially only since 1996 into Mainland China and Taiwan Province of China,
followed by most of the other coastal Asian countries in 2000-01. Experimental introductions of specific pathogen free (SPF) "supershrimp" P. stylirostris
have been made into various Asian countries since 2000, but the only country to develop an industry to date has been Brunei.
Beginning in 1996, P. vannamei was introduced into Asia on a commercial scale. This started in Mainland China and Taiwan Province of China and subsequently
spread to the Philippines, Indonesia, Viet Nam, Thailand, Malaysia and India. These introductions, their advantages and disadvantages and potential problems
are the focus of this report.
China now has a large and flourishing industry for P. vannamei, with Mainland China producing more than 270 000 metric tonnes in 2002 and an estimated 300
000 metric tonnes (71 percent of the country's total shrimp production) in 2003, which is higher than the current production of the whole of the Americas.
Other Asian countries with developing industries for this species include Thailand (120 000 metric tonnes estimated production for 2003), Viet Nam and
Indonesia (30 000 metric tonnes estimated for 2003 each), with Taiwan Province of China, the Philippines, Malaysia and India together producing several
thousand tonnes.
Total production of P. vannamei in Asia was approximately 316 000 metric tonnes in 2002, and it has been estimated that this has increased to nearly 500 000
metric tonnes in 2003, which is worth approximately USS 4 billion in terms of export income. However, not all the product is exported and a large local demand
exists in some Asian countries.
Thanks to SPF domesticated white shrimp , Penaeus vannamei. Suddenly the shrimp farming business is back on its feet again. The surge amongst farmers,
hatchery operators, feed millers and the processing plants have renewed confidence and enthusiasm towards the shrimp industry. With the staggering white
shrimp global production of 76 percent in 2007 from a mere 23 percent in 1996.

P.VANNAMEI IN INDIA

v" During 2001 & 2002, both scampi culture and monodon culture had been come down due to severe disease out break in AP.

v" Sharath Industries and BMR in Nellore, AP applied to Ministry of Agriculture for introducing L. vannamei in India. (2002)

v" Sharath Sea Foods & BMR got permission for Vannamei culture in the terms of pilot project in year 2003.

v' They can import brood stock & produce seed and culture only in their own farm.

v' They can’t sell the seed to the farmers.

v" Sharath & BMR started each 50 acres for trial purpose with 50 pc stocking density in 2003 in second crop

v' During the First crop, Harvest size was 20 g, survival rate was 90 % & their FCR was 1.5.

v" Both Sharath & BMR has been doing culture in full swing.

v" Sharath went for 100 pc/m2 stocking density on earthen pond culture( no P.E.line ponds).

v' Harvest system — Partial harvest & Closed harvest. They used to do partial harvest when the animal reach 15 g size & then closed by when the size
reach the 20 g.

v" In 2004, Sharath supplied seed to 2 farms in Gangapatnam. Those farmers started with 40 pc/m2, harvest size was 20 gms with 130 DOC. They did 20
acres & got good success.

v" BMR supplied seed to their close relatives in Iskapalli village and stocked with density of 20 to 30 pc/m2 & got good culture

v" In 2008, Court issues the order to close the farms in particular village. Whereas in Iskapalli, farmers has been doing culture with out any social issues.

v" During this year, In Iskapalli village farmers had failed in vannamei culture due to unidentified disease outbreak.

v" In Mudivarthi Village, Big Farmers like Baskaraiah & Radhaiah started vannamei culture & got good success.

v

Ministry of Agriculture issued notice through CAA to both Sharat Sea Foods and BMR, mentioned that they should stop all their activities before end
of June 2009.

INDIA TO START WHITE PRAWN PRODUCTION
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The Union government will allow cultivation of white prawn (Penaeus vannamei) in India from the ensuing stocking season in February 2010, according to NFDB
chief executive officer, P. Krishnaiah.

India's Business Standard reports that P. vannamei, widely cultivated in the US, is seen as an alternative to tiger prawn (P. monodon), which is often afflicted by
the white spot (virus) attacks. The demand for introduction of vannamei has been a long-pending demand of shrimp growers and traders as they feel there is a
good export market for the species.

Shrimp culture in the country, predominantly black tiger prawn project (P. monodon), has declined from 106,165 tonnes in 2007-08 to 75,996 tonnes in 2008-09
— a fall of 28.4 per cent. The total export of shrimp and scampi (lobsters) from India during 2007-08 was valued at 28.36 billion rupees (INR), compared to INR

37.77 billion the year before and INR 36.05 billion in 2005-06.

Typically, a kilo of black prawn (20 to 25 prawns) fetches about INR 275 to 300. With the white spot virus becoming rampant among the wild species, the
profitability decreased and many shrimp farmers have run into difficulties.

Keeping in view the demand for quality shrimp seed, the NFDB has decided to set up a specific pathogen-free (SPF) shrimp seed plant for the black tiger prawn
project at Mulapolam village in Srikakulam district of Andhra Pradesh together with Moana Technologies, a Hong Kong-based company with a proven record in
SPF research for the species. SPF does not mean that shrimp are completely disease-free.

The NFDB had already acquired 100 acres of private land for the project estimated to cost INR 40 million. NFDB's role is to create hatchery infrastructure and
then lease out the facilities to Moana Technologies, which will have a production capacity of three billion SPF seed a year.

But now, the SPF project is in troubled waters, reports Business Standard. "The project is mired in technical issues as Moana is now looking at replacing its
partners in India. The project is not off," Krishnaiah said, adding that NFDB had asked Moana to prove its funding capabilities before setting up the required
infrastructure. The NFDB is now preparing to call tenders for the civil works of the project.

For some time, the Central Aquaculture Authority allowed P. vannamei to be cultivated in India but only after pilots. The Centre created a quarantine facility in
Chennai and approved 24 hatcheries to supply the vannamei seed. In Andhra Pradesh, BMR and Sharath Industries have conducted pilots for P. vannamei.

A kilo of white prawn, even if the count is above 30, fetches a price of up to INR 200 in the export markets, Mr Krishnaiah said, adding that P. vannamei was low-
cost, high-density species that could depend on bacterial, algal flocks and rotifers in the water. On the other hand, P. monodon is more carnivorous and requires
higher protein feed. The SPF broodstock for P. vannamei is available from the US. However, without SPF and biosecurity, producing consistent post larvae will be
difficult and will affect the farm economics, he said.

Andhra Pradesh, which has 50,396 hectares under shrimp cultivation with 199 hatcheries, contributes over 50 per cent to the country's shrimp production. Last
year, the state produced 56,557 tonnes. The state also leads in scampi (lobster) production (19,887 tonnes last year) on 38,819 hectare.

The profits from vannamei farming were almost three times greater than those for monodon.

Comparison of P. monodon and P. vannamei Production in Thailand

P. monodon P. vannamei
Density in Postlarvae Stocked Per Square Meter 40 to 50 120 to 200
Crop Duration in Days 110 to 140 105 to 120
Harvest Size in Grams 22t028 21to 25
Yield in Metric Tons Per Hectare 8 24
Crop Value in USA Dollars Per Hectare $45,000 $96,000
Crop Costs in USA Dollars Per Hectare $32,000 $60,000
Production Profit $13,000 $36,000

IMPORTANCE OF THE NEW MARKET IN INDIA

L. Vannamei culture should be allowed in our country for the following reasons:

1.  L.Vannamei has now proved to be the best alternative for P.monodon  ( Black Tiger Shrimp ) all over the world , particularly in Thailand, Vietnam and
China,

2. Itis very cost competitive in the World market.

3. The advantages of L Vannamei are the possibility of domestication of broodstocks, lower protein requirement in feeds, rapid growth rate, possibility of
high stocking density and its registance to white spot disease.

4. In some areas of our country, like West Bengal and Orissa the cooler temperatures for about four months i.e. from 15™ October to 15" February restrict
the culture of P. monodon (black tiger shrimp). So only the crop/ annum is possible. In this case L Vannamei culture can help with the possibilities of 2
crops/ annum.

5.  LVannamei is known to suffer from Toura syndrome virus (TSV) but there is no authentic record of TSV affecting P. monodon (black tiger shrimp). Hence
the threat of TSV from L. Vannamei to P. Monodon (black tiger shrimp ) is blown out of proportion.

6.  The Shrimp hatcheries in our country , about 260 nos. in total, having the installed production capacity of 11.00 billion seeds / annum are performing well
below their capacities which has made many shrimp hatcheries commercially unviable . Production of L Vannamei shrimp seeds can help the shrimp
hatchery sector.

7. The shrimp processing plants in the country are also operating at only about 20% of their total installed capacities because of lack of raw-materials.
Additional availability of cultured Vannamei shrimp can increase the processing industry and also can increase the export of shrimp from our country.

8. L. Vannamei shrimp has a lower unit cost compared to P. Mondon (black tiger shrimp ). Hence it can be developed as an alternative for greater domestic
consumption in our country.

STATEMENT OF PROBLEM
But to take an informed view, the following factors may be seriously considered before allowing L, Vannamei shrimp culture in India.
1. A comprehensive risk analysis study by a very competent agency should be carried out throughout our country from the very beginning.
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A central quarantine facility with a large scale capacity is to be established to monitor all incoming L.Vannamei broods stocks from any/every source
outside the country.

Only SPF ( Specific Pathogen Free ) certified brood stocks should be allowed in to the country only from approved and reputed suppliers .

A very few nos of Bio-secure hatcheries under strict selection procedures , should be selected as multiplication centers in order to produce SPF
(Specific Pathogen Free ) broodstocks only.

To produce L. Vannamei shrimp seeds, hatcheries only with complete bio-security facilities should be licenced to operate at different coastal states.
For the first year of vannamei shrimp culture , only a few approved farms in different states should be selected . The selection of such farms,
depending on strict technical criterias, should be done in consulation with the state Fisheries Department, regional MPEDA offices and respective
farmer’s associations,

Continuous monitoring of such L Vannamei shrimp culture / SPF ( Specific Pathogen Free ) brood stock production facilities should be carried out
throughout the first culture period by a national level committee.1.

all the above effects / activities should be completely reviewed after one crop in order to study its viability and risk potentials,

If the review supports L. vannamei shrimp culture in our country , then only it should be fully allowed to percolate down to small and medium
farmers in all culture zones.

Then a set of suitable guidelines can be established for L. Vannamei shrimp culture in our country.

PRODUCTION STATISTICS

Global aquaculture production of Penaeus vannamei
(FAO Fishery Statistic)
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FAO statistics show that the total farmed production of P. vannamei increased steadily from 8 000 tonnes in 1980 to 194 000 tonnes in 1998. After a small
decline in 1999 and a more significant decline in 2000 due to the arrival of WSSV in Latin America, FAO data show a rapid increase in production to over 1 386
000 tonnes in 2004, due to the recent rapid spread of this species to Asia. Main producer countries in 2004 were: China (700 000 tonnes), Thailand (400 000
tonnes), Indonesia (300 000 tonnes) and Vietnam (50 000 tonnes).

STATUS AND TRENDS

World Shrimp Aquaculture by Species:1990-2008
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DEVELOPMENT

While the expansion of P. vannamei culture has been rapid in recent years, particularly in Asia, it has led to reduced value of harvested shrimp. This trend is
expected to continue. Under such circumstances, the less efficient producers may not be able to compete with those capable of producing either more eco-
friendly or cheaper products. Recent worldwide trends have been towards the integration of the industry, in response to the ever increasing requirement for
traceability and control within the culture system.

MARKET

There has been a slowly increasing demand for shrimp in world markets, as capture fisheries stagnate and people became more affluent and conscious of
healthy food choices. Despite the increased demand, the price for P. vannamei has been declining steadily. In the future, the market for P. vannamei is expected
to become more competitive, due mainly to the saturation of export markets and reduction in world economic growth, as well as the emergence of non-tariff
barriers in shrimp trade. Additionally, the industry will need to accommodate importing countries requirements on:

. Chemical residues.
i Food safety.

. Certification.

d Traceability.

d Eco-labelling.

i Environmental sustainability.

RECOMMENDATIONS

All shrimp farmers are becoming acutely aware of the growing need to farm shrimp in a responsible, traceable and low impact manner which can enhance
biosecurity, and help protect the environment, whilst producing shrimp in a cost efficient manner. The newly developed intensive bacterial floc and super-
intensive systems may have potential to address all of these concerns and should be investigated more thoroughly. In order to continue the growth of shrimp
farming smoothly in the long term, domestic consumption should be promoted (as in China) to supplement the problematic export markets.

CONCLUSION

The funding for the above studies, facilities and monitoring can be arranged from all possible sources such as Public Private participation, funds from national
Fisheries Development Board (NFDB) and central funds. In fact the National Fisheries Development Board (NFDB) should take the lead to implement such a large
scale operation over a time frame of 2-3 years.

Above all the cost benefit ratio of such a large scheme should be studied particularly with emphasis on its impact on small farms, social concerns and
environmental aspects.

No doubt we need our country to grow socially and economically. Aquaculture of shrimp can definitely play a role in this direction . All negative aspects of
growth are always to be addressed in a developing country and we have the benefit of learning from the mistakes and experiences of other Asian Countries who
have already captured a major share of World shrimp export market through L Vannamei.
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ABSTRACT
This paper examines the relationship between the futures market and spot market for the feeder cattle and live cattle markets during the sample period January
2001 through May 2010 and quantifies the price discovery function of commodity futures prices in relation to spot prices of the sample markets. The
cointegration tests and Vector Error Correction Models (VECM) employed in the study proved that both the selected futures markets share and provide certain
long-run price information to cash markets and they have cointegrated. Both these markets were found to respond favourably to the price discovery mechanism
and acted in a similar way.
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INTRODUCTION

utures markets generally perform two important roles, hedging of risks (in other words called as risk transfer) and price discovery. The efficacy of the

hedging function is dependent on the price discovery process or how well new information is reflected in price. Price discovery, or transmission of

information into prices, is a crucial function of any markets. Price discovery takes place when order flow from different types of traders is aggregated
in a single market, which can be a physical exchange floor or an electronic trading system. This aggregation of trading interests allows for trade prices to
correctly represent supply and demand, although market frictions, noise trading, and investor psychology ensure that observed prices are imperfect proxies for
the underlying asset values. As markets evolve, it is imperative that the new market structures and trading protocols continue to provide reliable price discovery.
In general, futures markets are found to respond faster to new information than spot markets since the transaction cost is lower and the degree of leverage
attainable is higher. Whether the spot or the futures market is the center of price discovery in commodity markets has for a long time been discussed in the
literature. Stein (1961) showed that futures and spot prices for a given commodity are determined simultaneously. Garbade and Silver (1983) (GS thereafter)
developed a model of simultaneous price dynamics in which they established that price discovery takes place in the market with highest number of participants.
Their empirical application concludes that “about 75 percent of new information is incorporated first in the future prices.” More recently, the price discovery
research has focused on microstructure models and on methods to measure it.

SIGNIFICANCE OF THE STUDY AND OBJECTIVES
Price discovery is a concept used frequently, but seldom defined. Thomsen and Foote defined price discovery in 1952 as the process of buyers and sellers
arriving at a transaction price for a specific quantity and quality of a commodity or product at a specific time and place. Their definition allows focusing on many
interrelated components of the pricing process, and numerous topics may be categorized as price discovery research. Examples include studies of transaction
prices and relationships with underlying supply and demand determinants; price relationships and dynamics between and among vertical stages in the
marketing channel; spot versus forecasted or futures market prices; price impacts associated with market information, especially public reports; price and
product characteristic relationships; spatial and temporal price patterns and dynamics; and price impacts associated with market structure and behaviour
changes.
Price discovery research in commodity market has become an increasingly important, because of structural and behavioural changes in storable and non
storable commodities, both horizontal and vertical, and the resulting potential price and market information impacts. Structural and behavioural changes in
meatpacking and related stages in the livestock-meat subsector have raised questions about price discovery for various species and classes of livestock (Purcell
and Rowsell, 1987). Hence, this study attempts to provide empirical evidence on the price discovery mechanisms, taking into consideration the feeder cattle and
live cattle.
The objectives so framed for the study were as follows:

1. Toexamine the relationship between the futures market and spot market for the sample commodities;

2. To quantify the price discovery function of commodity futures prices in relation to spot prices of feeder cattle and live cattle; and,

3. To analyze whether the price information reflects first in futures market or in the spot market.

METHODOLOGY

JOHANSEN’S VECTOR ERROR CORRECTION MODEL (VECM)

Johansen’s (1988) Vector Error Correction Model (VECM) was employed to investigate the causal relationship between spot and futures prices. The following
steps were followed to estimate Johansen’s Vector Error Correction Model (VECM).

Step 1: The stationarity of the data series was evaluated by Augmented Dickey-Fuller (ADF), and Phillips-Perron (PP) tests.

Step 2: Once the series were found integrated in an identical order, then Johansen Multivariate Maximum likelihood cointegration test was employed to
investigate the long-run relationship between spot and futures prices and it is presented below.
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Where X:= (St Fy)' is the vector of spot and futures prices, A denotes the first difference operator; I and M are 2x2 coefficient matrices measuring the short-and
long-run adjustment of the system to change in Xy and &, is 2x1 vector of white noise error terms.

Step 3: The test results were quite sensitive to the lag length. Hence, the lag length P was selected on the basis of multivariate generalizations of Akaike’s
information criteria (AIC).

Step 4: The two likelihood ratio tests were employed to identify the co-integration between the two series. The first statistic Ayace tests whether the number of
cointegrating vectors is zero or one, and the other A,..x tests whether a single cointegrating equation was sufficient or if two were required.

In general, if r cointegrating vector is correct. The following test statistics can be constructed as:
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Where, n is the number of separate series to be examined, T is the number of usable observations and (“* £ ) are the estimated Eigen values (also called
characteristic roots) obtained from the (i+1) x (i+1) ‘cointegrating matrix.’

The first test statistic (Ayace) tests whether the number of distinct cointegrating vectors was less than or equal to r. The second test statistic (Amax) tests the null
that the number of cointegrating vectors is r against an r+1. MacKinnon-Haug-Michelis (1999) provide the critical values of these statistics. The rank of M may be
tested using the Amax and Agace. If rank (M) =1, then there was single cointegrating vector and N can be factored as N=ap’, where a and B’ are 2x1 vectors. Using
this factorization B'represents the vector of cointegrating parameters and a is the vector of error correction coefficients measuring the speed of convergence to
the long-run steady state.

Step 5: If spot and futures prices were cointegrated, then causality must exist at least in one direction (Granger, 1986). To test the causality, the following vector
error correction model (VECM) is estimated by using ordinary least square (OLS) in each equation.
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where asg, arpare intercept terms; as;, bs;, a,, b ¢, are the short-run coefficients and Z ;= B’ X .1 is the error correction term from equation 1.

In terms of the vector error correction model (VECM) of equation 4 & 5, F, Granger Causes S; if some of the bs;, coefficients, i =1,2,...., p-1 are not zero and as, the
error correction coefficient in the equation for spot prices, is significant at conventional levels. Similarly, S; Granger causes Ft if some of the ag, coefficients, i
=1,2,...., p-1 are not zero and a is significant at the conventional levels. These hypotheses can be tested by using either t-tests or F-tests on the joint significance
of the lagged estimated coefficients. If both S; and F, Granger cause each other, then there is a feedback relationship between the two markets. Therefore, the
error correction coefficients, as and o serve two purposes.

They are (i) to identify the direction of causality between spot and futures prices and (ii) to measure the speed with which deviations from the long-run
relationship are corrected by changes in the spot and futures prices.

The vector error correction model (VECM) equation 4 & 5 provides a framework for valid inference in the presence of | (1) variable. Moreover, the Johansen
(1988) procedure provides more efficient estimates of the cointegrating relationship than the Engel and Granger (1987) estimator (Gonzalo, 1994). Also,
Johansen (1988) tests are shown to be fairly robust to presence of non normality and heteroscedasticity disturbances (Lee and Tse, 1996).

Since the futures prices series and the spot prices series of both feeder and live cattle appeared to be non stationary, causality test had been ignored.

REVIEW OF RELATED LITERATURE

Many previous papers are focused on the price discovery of cross-listed stocks and assets with the same value base. The existence of a price discovery function
in futures markets hinges on whether price changes in futures markets lead price changes in cash markets more often than the reverse. Leuthold (1974)
investigated the price performance of Live Beef Cattle on the futures market. From the results it was found that Cash cattle prices were found to be more
accurate indicators of subsequent cash cattle price conditions than are the futures prices for distant contracts. In other words, evaluation of live beef cattle price
relationships revealed that for distant futures, the cash price is a more accurate indicator of future cash price conditions than is the futures price. Also, the
futures price becomes less and less efficient both absolutely and relative to the cash price estimates. In other words, the cash price is more stable than the
futures price for distant contracts. Oellermann and Farris (1985) investigated lead lag relation between change in futures and spot price for live beef cattle
between 1966 and 1982. The futures price led spot price during nearly every sub period analysed. Based on Granger causality test for various sub samples of
their data, they conclude that change in live cattle futures price led change in live cattle spot price. They also found that the spot market responded to change in
futures price within one trading day. The authors conclude that futures market was the centre of price discovery for live cattle. They suggest that a likely
explanation for the results is that the futures market serves as a focal point for information assimilation. They conclude that the cattle futures market
contributes towards a more efficient price discovery process in the underlying spot market for live beef cattle.

A slightly different approach was adopted by Koontz et al. (1990) to study price discovery in the livestock market. Using weekly U.S. cash and futures prices from
1973 through 1984, they investigated the spatial nature of the price discovery process. They adopted the procedure proposed by Geweke (1982) to generate
causality tests and measures of interaction between major cash markets, and between cash and futures markets. In general, their findings suggested that there
was a high degree of interaction between cash and futures prices. They also identified that the pricing relationships changed over time, reflecting changes in the
industry which suggests that the price discovery process is dynamic and is influenced by the structure of the underlying markets. Bessler and Covey (1991)
studied the futures/cash price relationships for slaughter cattle, a non-storable commodity. They used daily settlement prices for the nearby live cattle futures
contract from August 21, 1985 through August 20, 1986, and daily average cash prices (per cwt.) for direct sale of choice 900-1300lbs. slaughter cattle steers in
the Texas-Oklahoma market. Their cash series reflected a direct rather than auction sales market for slaughter cattle. Thus, their cash series included sales
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throughout the entire five-day business week. For a sample of 261 observations on daily live cattle prices, they obtained mixed results. Within sample fits
(conducted on the first 130 data points) indicated that both cash and futures prices were generated by processes not statistically distinguishable from a random
walk. Tests for cointegration based on residuals from a static regression (using the same 130 data points) showed marginal support for the cointegration
hypothesis between cash and nearby futures prices. No cointegration was discovered between cash prices and more distant contracts. The results are consistent
with the suggestion that the greater the temporal spread between futures and cash prices, the greater the degree of independence. Schroeder and Goodwin
(1991) studied the price discovery mechanism for livestock in the periods 1979-1986 and 1975- 1989, respectively. Both studies tested the extent of short-run
price discovery, and found that information tends to be discovered first in futures markets and then transferred to cash markets. Both studies also adopted
other procedures to verify their results in the long run. They used cointegration procedures to verify that daily cash and futures prices for live hogs didn’t share a
long-run relationship. They found a short-run relationship between cash and futures prices based on Garbade-Silber model, but failed to find a long-run
relationship using either Granger-causality or cointegration procedures. Thus as the process of adding to the existing literature, the present study uses the
cointegration tests and VECM tests to study the price discovery mechanisms in the feeder cattle and live cattle markets through the years 2001 to 2010.

EMPIRICAL RESULTS

DATA AND SAMPLE PERIODS
The study period of this research was made during 2" January 2001 to 31 May 2010. The spot and futures prices of feeder cattle and live cattle were obtained
from Multi Commodity Exchange of India (MCX).

UNIT ROOT TEST

A necessary condition to carry out a cointegration test in a time series data is that the data have to be non-stationary at the level, but stationary in the
differences. Each series of feeder cattle and line cattle prices were first tested for the existence of a unit root by using Augmented Dickey and Fuller (ADF, 1981).
The ADF test uses the existence of a unit root as the null hypothesis, that is:

Ho: a=0
Hyi: az0
TABLE 1: UNIT ROOT TEST RESULTS: AUGMENTED DICKEY AND FULLER (ADF) TEST
Commodities | Null Hypothesis t-statistic | p-value* | Existence of Unit Root
Feeder Cattle | Futures prices series has a Unit Root | -1.934793 | 0.3164 Yes
Spot prices series has a Unit Root -1.888035 | 0.3382 Yes
Live Cattle Futures prices series has a Unit Root | -2.700976 | 0.0740 Yes
Spot prices series has a Unit Root -1.609250 | 0.4777 Yes

Confidence level a = 0.05
The results from Augmented Dickey and Fuller (ADF) tests were reported in Table 1. The optimal number of augmenting lags was determined by using Akaike
Information Criterion (AIC). The results show that both spot and futures prices of feeder cattle and live cattle were non-stationary (have unit roots).

TABLE 2: UNIT ROOT TEST RESULTS: PHILLIPS-PERRON (PP) TEST

Commodities | Null Hypothesis t-statistic | p-value* | Existence of Unit Root
Feeder Cattle | Futures prices series has a Unit Root | -1.933917 | 0.3168 Yes

Spot prices series has a Unit Root -1.774476 | 0.3936 Yes
Live Cattle Futures prices series has a Unit Root | -2.606832 | 0.0917 Yes

Spot prices series has a Unit Root -1.558817 | 0.5036 Yes

Confidence level a = 0.05
In order to double check the robustness of the results, the Phillips-Perron (PP) test was employed and the results were given in Table 2. As showed in Table 2,
the ADF test fails to reject the null hypothesis of the presence of a unit root for the original-prices series.

COINTEGRATION TEST

Given that the spot and futures prices of feeder cattle and live cattle were integrated at the same order, cointegration techniques was used to determine if a
long-run relationship exists between the spot and futures prices. Cointegration is an econometric property of time series variables. If two or more series are
themselves non-stationary, but a linear combination of them is stationary, then the series are said to be co-integrated. In practice, cointegration is a means for
correctly testing those hypotheses concerning the relationship between two variables having unit roots. The Engle—Granger two step methods (Engle & Granger,
1987) and the Johansen trace test

(Johansen, 1988; 1991) are the two main approaches for testing cointegration. Since the spot-futures prices of feeder cattle and live cattle were non-stationary,
in this study, the Johansen trace test was adapted to test the presence of the long-run equilibrium relationship in the hourly prices and trading volume series in
pairs. As stated by Johansen (1988), the likelihood ratio-test statistic for the hypothesis of the at most r co-integrated relationship and the at leastm =n-r
common trend is given by:

";‘:'.1'::5[?1) =-T Z In I:l_/- ]
] 1

[=rT

1

A
Where T is the sample size, and represents Eigen values of the squared canonical correlation between the two residual vectors from the level regressions.
The results of the Johansen trace test were reported in Table 3.

TABLE 3: JOHANSEN COINTEGRATION TEST RESULTS

Commodities Hypothesized No. of Eigenvalue Trace Statistic | 0.05 critical Max-Eigen 0.05 critical p-value*
CE (s) value Statistic value

Feeder Cattle No cointegration* 0.061591 146.4872 15.49471 142.9048 14.26460 0.0001
Atmost one 0.001592 3.582444 3.841466 3.582444 3.841466 0.0584
Cointegration

Live Cattle No cointegration* 0.010283 25.50765 15.49471 23.11238 14.26460 0.0011
Atmost one 0.001071 2.395265 3.841466 2.395265 3.841466 0.1217
Cointegration

Trace test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
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As seen in Table 3, the rejection of the “null hypothesis of no cointegration” indicates that the spot and futures price series of the feeder cattle and live cattle
have a long-run equilibrium relationship.

VECTOR ERROR CORRECTION MODEL

A vector error correction model (VECM; Engle & Granger, 1987) can lead to a better understanding of the nature of any non-stationarity among the different
component series and can also improve the longer-term forecasting over an unconstrained model. Because the spot-futures prices of feeder cattle and live
cattle were co-integrated, the VECM was used to investigate the lead-lag relationship of spot and futures prices. Assuming that S, is the spot prices series, and F;
denotes the futures prices series, and then the VECM in this study can be illustrated as follows:

v—1 v—1
AS, = a., T § A A5+ § b AF,_;+ a2,y T &,
p—1 v—1
AF, = apy + § ag A5, ; + § b AF, ; + apZ, ;1 + &p,
i=1 i=1
! L2
where  is the differencing operator, p, q, m, and n are the orders of lag which were determined by Akaike’s information criterion evidence, and =" and

Fit \ere white noises.
TABLE 4: VECTOR ERROR CORRECTION ESTIMATES RESULTS

Feeder Cattle Live Cattle

Cointegrating Eq:  CointEql Cointegrating Eq:  CointEql

FCFUTURES(-1) 1.000000 LCFUTURES(-1) 1.000000

FCSPOT(-1) -0.852299 LCSPOT(-1) -0.578245
(0.02389) (0.08764)
[-35.6824] [-6.59774]

C 2.820009 C -18.81324

Error Correction: D(FCFUTURE) D(FCSPOT) Error Correction: D(LCFUTURES) D(LCSPOT)

CointEql -0.059775 -0.000866 CointEql -0.014528 0.005952
(0.00533) (0.00564) (0.00344) (0.00298)
[-11.2225] [-0.15360] [-4.21917] [ 2.00026]

D(FCFUTURES(-1))  0.032798 -0.041151  D(LCFUTURES(-1))  0.051287 -0.020475
(0.02061) (0.02180) (0.02114) (0.01827)
[1.59174] [-1.88759] [ 2.42609] [-1.12086]

D(FCFUTURES(-2))  0.022158 -0.002644 D(LCFUTURES(-2))  0.053896 0.017166
(0.02063) (0.02183) (0.02115) (0.01828)
[1.07390] [-0.12111] [2.54771] [ 0.93906]

D(FCSPOT(-1)) -0.058020 0.074044  D(LCSPOT(-1)) -0.028108 0.045975
(0.02045) (0.02164) (0.02448) (0.02116)
[-2.83671] [3.42158] [-1.14810] [2.17316]

D(FCSPOT(-2)) -0.049161 -0.011974  D(LCSPOT(-2)) -0.003819 0.028366
(0.02054) (0.02173) (0.02450) (0.02117)
[-2.39389] [-0.55111] [-0.15591] [ 1.34000]

C 0.001506 0.004093 C 0.003902 0.005906
(0.02030) (0.02148) (0.02042) (0.01765)
[ 0.07421] [ 0.19059] [0.19108] [ 0.33466]

R-squared 0.054089 0.006771 R-squared 0.012595 0.005470

Adj. R-squared 0.051982 0.004558 Adj. R-squared 0.010383 0.003242

As stated by Engle and Granger (1987), the error correction term £~ means a deviation from the long-run co-integrated equilibrium in the last period. This

A A
model interprets that the change in the spot-prices series (S;) and the futures-prices series (F;) was due to short-run effects from past S;and F;, and to the
adjustment of the long-run equilibrium. The final results of the vector-error correction estimates were listed in Table 4. As seen in Table 4, the rejection of the
null hypothesis of no VECM indicates that the spot and futures prices series of feeder cattle and live cattle have a cointegrated relationship.

CONCLUSIONS AND IMPLICATIONS

In this paper, an attempt was made to investigate the price discovery mechanisms in the feeder cattle and live cattle markets. Both these markets were found to
respond favourably to the mechanism and act in a similar way. The futures and spot prices appeared to be non stationary for these commodities. The evidence
obtained supports the fact that the forward pricing role may serve price discovery on commodity markets (Black, 1976; Peck, 1985). Consistent with this finding,
in this study also the selected futures markets share and provide certain long-run price information to cash markets for both non storable commodities during
the sample periods. The findings disagree somewhat with the prevalent suspicion that a price discovery function would not work at all for non storable
commodities because of the lack of storage. However, it also cautions against the naive use of futures prices as expected cash prices for most livestock
commodities. In sum it can be concluded that both of these markets share long run equilibrium and they have cointegrated relationships.

The study can be useful to the investors, producers and academicians who are very keen in observing the trend of these markets. Since the interests of the
investors on the non storable markets are comparatively low when compared to the agricultural products, research contribution to the price discovery
mechanisms on these markets can help in extending its market boundaries. At the same time, it is suggested that in future, the study can still be extended as
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the comparison between some of the storable assets and the non storable assets so that a clear understanding on whether asset storability impacts price
discovery can be empirically proven.
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