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ABSTRACT 
In this paper we present a comprehensive and critical survey of 3D face Tracking algorithms.Face tracking is a very hard problem to solve due to the very large 

amount of variables that appear when trying to teach a computer how a face looks like and how it moves. Face tracking involves both tracking the pose of the 

head in 3D space, and the location of facial features. Some facial features, such as the eyes and nose are rigidly attached to the head and their motion can be 

directly linked to the head pose. Other features, such as the mouth and eyebrows, are deformable, and their location is a function of both the head pose and their 

own deformation. Recent advances in image processing and computer vision have made this work increasingly possible, but there is still a long way to go to 

create a totally robust face tracker.  

 

KEYWORDS 
3D face Tracking, Color Based, Shape Based, Model Based, Landmark Based, Template Matching Based. 

 

INTRODUCTION 
owe’s object tracking algorithm (Lowe, 1991) presents a model-based approach to determining the pose of a known 3D object. Model-based vision uses 

prior knowledge of the structure being observed to infer additional information than is otherwise evident from an image. When a 3D object is viewed in 

an image the locations of its features are a non-linear function of the pose of the object relative to the camera. Given an initial guess of the pose, a least 

squares solution can be achieved iteratively by applying Newton’s method to locally linearism the problem. Lowe augments this minimization in order to obtain 

stable approximate solutions in the presence of noise. This is achieved by incorporating a model of the range of uncertainty in each parameter, together with 

estimates of the standard deviation of the image measurements, into the minimization procedure. Lowe demonstrated that this method could efficiently track 

the pose of known 3D objects with complex structures and provide reliable results. This algorithm provides an attractive means of tracking the pose of a known 

3D object in a monocular image sequence. 

Azarbayejani et al. (1993) implemented a Kalman filter to track the head pose using an approach similar to that adopted by Clark and Kokuer (1992) and 

Reinders et al. (1992) for calculating the orientations of objects. Azarbayejani et al. extract feature templates in an initial image, and use normalised cross 

correlation to locate these features in subsequent image frames. The head pose is iteratively determined using an extended Kalman filter with an 18-

dimensional state vector containing a concatenation of the six 3D pose parameters and their first and second derivatives. Measurement variances are 

determined from the correlation values obtained from the feature templates. Despite the non-linear relationship between the observed 2D feature locations 

and the pose parameters, the local linearization employed by the extended Kalman filter was shown to provide suitable tracking results. Azarbayejani and 

Pentland (1995) later extended this method to recover not only the 3D pose of the head (or other 3D object) but also the 3D structure of the object itself, along 

with the focal length of the camera.  

Gee and Cipolla (1994) used four facial features, namely the pupils and mouth corners, to track the head pose. These features were assumed to lie in a plane, 

and two vectors are determined: one joining the eyes, and one joining the mid-point of the eyes with the mid-point of the mouth corners. From these vectors a 

third vector is calculated normal to the face that described the head pose. Maurer and von der Malsburg (1996) also tracked facial features and assumed they 

lay in an plane, however, they used more features than Gee and Cipolla. The head pose was determined by solving the resulting over-constrained system using 

least squares. Shakunaga et al. (1998) used a similar approach but did not assume the features lay in a plane. They solved for the pose under orthographic 

projection and could cope with an arbitrary number of features. 

Xu and Akatsuka (1998) track the head pose by reconstructing the 3D locations of facial features using stereo. The pupils and mouth corners are tracked using 

stereo and their 3D locations determined. The pose is determined as the normal to the plane defined by the pupils and a mouth corner. 

Matsumoto and Zelinsky (2000) also made use of stereo for their Karman filterbased solution to the head tracking problem. This system used calibrated stereo 

cameras and was able to run in realtime and determine the head pose with higher accuracy than the method proposed by Azarbayejani et al.. Recently this 

system has been evolved into the commercial FaceLab system by Seeing Machine. It requires no markers or special make-up to be worn and runs on a standard 

PC. The software consists of three key parts, 3D Facial Model Acquisition, Face Acquisition, and 3D Face Tracking. 

The Face Model Acquisition module builds a model of the subject’s face off-line. The face model consists of up to 32 features (Ti, i = 0, 1, 2, ...) corresponding to 

a set of 3D model points (mi, i = 0, 1, 2, ...) in the head reference frame. The system starts operation in Face Acquisition mode where it attempts to find an initial 

lock on the face in the image stream. During this phase a template constructed from the edge map of the entire central region of the face is searched for. This 

template is automatically extracted during the model acquisition phase where the position of the face in the image is known. Normalised correlation matching is 

used both here and during tracking to make this process robust to changes in lighting conditions. 

L
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When a match is found with a correlation above a preset value, the approximate positions of the features Ti are identified based on their known offsets from the 

centre of the face (again calculated during model acquisition). Tracking is performed using the templates Ti obtained during model acquisition. These are 

correlated with the current stereo view in the input stream and their 3D positions are calculated using linear triangulation. This technique is described below (for 

more detail the reader is referred to Trucco and Verri (1998)). Ideally the 3D rays projected from the camera centres through the observed feature points on the 

image plane will intersect, defining the 3D location of the feature point. However, in general, owing to small errors in feature locations or camera parameters, 

the rays will not meet. This situation is illustrated in Figure 2.25. Linear triangulation proceeds to determine the location for the 3D point x that minimizes the 

distances e0 and e1. More specifically for n cameras 

linear triangulation minimizes E in 

                                    (1) 

Returning our attention to the Figure 2.25, the distances, e0 and e1 can be expressed in terms of x by observing that they are side lengths of right angle triangles 

(indicated in yellow). Considering each of these triangles separately, the side lengths, and thus e2i can be written as 

                    (2) 

where di is a unit vector along the optical axis of the camera. For the case of two cameras Equation 2.6 can be expanded to 

       (3) 

Setting the partial derivatives of this equation with respect to the elements of x to zero gives a system of linear equations of the form 

Ax=b                        (4) 

where A and b are 

 

 
 

                  (5) 

and dix,y,z and cix,y,z are the elements of di and ci respectively. These equations can be solved for x, 

                                                                                      (6) 

giving the 3D location of the point. 

A more sophisticated alternative to linear triangulation is Hartley and Sturm’s optimal triangulation method that minimizes the error observed in the images 

subject to the epipolar constraint (Hartley and Sturm, 1995; Hartley and Zisserman, 2000). However, the linear triangular method detailed above provides 

suitable performance for the 3D head tracking system. Once the 3D position of the features are determined an estimate of the pose of the head is computed. 

The translation vector t, and the rotation, encapsulated in the rotation matrix R, that together describe the head pose are estimated via least squares 

minimization as follows. Minimize the error 

                       (7) 

where  is the measured 3D feature location, mi is the 3D model point, and wi is the weighting factor for the feature. The value of the weighting factor is set 

to the correlation value obtained for the associated feature in the template tracking step. This applies a more dominant weighting to features that returned 

higher correlation values making the system more robust to mismatched features. 

The translation t is determined by differentiating Equation 7 and setting the result to zero, yielding 

      (8) 

Where 

 
 

 
are weighted averages of the measured features locations and the model points respectively. 

Substituting t from Equation 8 into Equation 2.8 and ignoring all terms that are not dependent on R gives us 

              (9)       

Using the quaternion representation for a rotation matrix R can be written as 

 

       (10) 

where a, b, c and d are real numbers and . 

The method of Lagrange multipliers can then be used to minimize E0 as follows. 
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Define 

       (11) 

Determine the partial derivatives of E00 with respect to a, b, c and d, and set these to zero. This gives the following four linear equations, 

 

       (12) 

 

     (13) 

 

     (14) 

 

      (15) 

 

These can be combined in a single matrix equation 

       (16) 

This equation is solved by choosing a to be any eigenvector of A. The solution that minimizes E00 is the eigenvector corresponding to the maximum eigenvalue  

of A (Horn, 1986). These quaternion values define the rotation matrix R. 

Thus both the translation and rotation have been determined giving the optimal pose that best maps the model to the measured 3D feature positions. The 

number of templates tracked can be less than the total number. This allows the system to continue tracking when some templates suffer severe perspective 

distortion or are occluded altogether. The best templates to track can be determined from the estimated head pose as those that are visible and will appear 

most fronto-parallel to the image plane. For our research we are interested in using existing head tracking technology to track the pose of the head, and then 

overlay the functionality to track deformable facial features. A monocular system based on Lowe’s object tracking algorithm is used as the basis for a monocular 

lip-tracking system. Lowe’s approach was chosen for this initial implementation owing to its simple and efficient implementation, robustness to noise in feature 

locations, and suitability for a monocular system. 

We then extend the work to a stereo system, and the stereo head tracker developed in our lab (Matsumoto and Zelinsky, 2000) and detailed above, is used as 

the basis for a stereo lip tracking system.  

 

CHALLENGES IN FACE TRACKING 
The main challenges that face tracking methods have to faces are (i) variations of pose and lighting,  (ii) facial deformations, (iii) occlusion and clutter, and (iv) 

facial resolution. These are the areas where future research in face tracking should concentrate. We will now briefly review some of the methods that have been 

proposed to address these problems. 

Robustness to pose and Illumination Variations- Pose and illumination variations often lead to loss of track. . In Xu, Y.,et.al.(2007), the authors proposed a 

model-based face tracking method that was robust to both pose and lighting changes. This was achieved through an analytically derived model for describing 

the appearance of a face in terms of its pose, the incident lighting, shape and surface reflectance.  One of the well-known methods for dealing with illumination 

variations was presented in Hager et.al.(1998), where the authors proposed using a parameterized function to describe the movement of the image points, 

taking into account illumination variation by modifying the brightness constancy constraint of optical flow. Illumination invariant 3D tracking was considered 

within the Active Appearance Model (AAM) framework in Koterba S.et.al. (2005), but the method requires training images to build the model and the result 

depends on the quality and variety of such data. 3D model based motion estimation algorithms are the usually robust to pose variations, but often lack 

robustness to illumination 

Tracking through Facial Deformations-Tracking faces through changes of expressions, i.e., through facial deformations, is another challenging problem. A well-

known work in this area is Terzopoulos, D., et.al.(1993), which has been used by many researchers for tracking, recognition and reconstruction. A survey of work 

on facial expression analysis can be found in Fasel, B.,  et.al.(2003). The problem is closely related to modeling of facial expressions, which has applications 

beyond tracking, notably in computer animation. More recently, the 3D morphable model ,Blanz, V. et.al.(2003) has been quite popular in synthesizing different 

facial expressions, which implies that it can also be used for tracking by posing the problem as estimation of the synthesis parameters (coefficients of a set of 

basis functions representing the morphable model).  

Occlusion and Clutter-As with most tracking problems, occlusion and clutter affect the performance of most face trackers. One of the robust tracking 

approaches in this scenario is the use of particle filters Arulampalam, M.et.al.(2002) which can recover from a loss of track given a high enough number of 

particles and observations. However, in practice, occlusion and clutter remain serious impediments in the design of highly robust face tracking systems. 

Facial resolution-Low resolution will hamper performance of any tracking algorithm, face tracking being no exception. In fact, Zhao, W., et.al.(2003) identified 

low resolution to be one of the main impediments in video-based face recognition. Figure 3 shows an example of tracking through scale changes and 

illumination. Super-resolution approaches can be used to overcome these problems to some extent. However, super-resolution of faces is a challenging problem 

by itself because of detailed facial features that need to be modeled accurately. Recently, Dedeoglu, G.,et. al.(2006) proposed a method for face super-

resolution using AAMs. Super-resolution requires registration of multiple images, followed by interpolation. Usually, these two stages are treated separately, i.e., 

registration is obtained through a tracking procedure followed by super-resolution.  

Illumination variations-Illumination variations often lead to a lost of track. Depending on the context where the tracker is running, illumination variations may 

be very likely. For example, if the camera is situated inside a car trying to track the driver's head, and suddenly they drives into a tunnel, the illumination 

conditions would change a lot.one of the numerous techniques developed in order to deal with this problem. It this case, a histogram equalization enhancement 

is used in every frame and therefore the video is somehow illumination independent. Another well-known method was presented in Baker, S., et.al.(2004), 

where the authors propose to use a parameterized function to describe the movement of the image points, taking into account illumination variation by 

modifying the brightness constancy constraint of optical flow. 
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Pose variations- In some situations the face that is being tracked is not frontal. These pose changes make the work more challenging; if the face movements are 

just frontal, applying an affine transformation based tracker, like the one, can be enough to track the face. However, this technique does not work when pose 

variation occurs. For example, when the subject turns his face to the right, the whole pattern that is being tracked changes, hence, the tracker has to deal with it 

and follow a new pattern. As Black, M., et. al.(1995) shows, using Active Appearance Models enables to deal with pose variation, although the results are not 

totally satisfactory. Another approach to deal with it is presented in Koterba, S. et.al.(2005), where the authors use a Kernel Principal Component Analysis (KPCA) 

of local parts for pose independent object recognition. 

 

APPLICATIONS OF FACE TRACKING 
We highlight below some applications where face tracking is an important component. 

Video Surveillance-Since faces are often the most easily recognizable signature of identity and intent from a distance, video surveillance systems often focus on 

the face. This requires tracking the face over multiple frames. 

Biometrics-Video-based face recognition systems require alignment of the faces before they can be compared. This alignment compensates for changes of pose. 

Face tracking, especially 3D pose estimation, is therefore an important component of such applications. Also, integration of identity over the entire video 

sequence requires tracking the face. 

Face Modeling-Reconstruction of the 3D model of a face from a video sequence using structure from motion requires tracking. This is because the depth 

estimates are related non-linearly to the 3D motion of the object. This is a difficult non-linear estimation problem and many papers can be found that focus 

primarily on this, some examples being.  
Augmented Reality Applications-Many potential Augmented Reality (AR) applications have been  explored, such as medical  visualization, maintenance and 

repair, annotation, entertainment, aircraft navigation and targeting. 

Visual Servoing-Visual servoing involves the use of one or more cameras and a Computer Vision system to control the position of a device such as a robotic arm 

relative to a part it has to manipulate, which requires detecting, tracking, servoing, and grasping. It therefore spans computer vision, robotics, kinematics, 

dynamics, control and real-time systems, and is used in a rich variety of applications such as lane tracking for cars, navigation for mobile platforms, and generic 

object manipulation. 

Interfaces between Man and Machine-3D tracking can be integrated into man–machine interfaces. For example, it could be used to continuously update the 

position of a hand-held object, which would then serve as a 3D pointer. This object would then become an instance of what is known as a Tangible Interface. 

Such interfaces aim at replacing traditional ones by allowing users to express their wishes by manipulating familiar objects and, thus, to take advantage of their 

everyday experience. 

 

A GOOD HEAD TRACKING SHOULD SATISFY THE FOLLOWING PRE-REQUISITES 

It should be without any mark- the head tracking system should not rely on any marker attached to the human head and moreover it should not require any of 

the head features(such for example eyes, nose, mouth, ears) to be visible over the entire video sequence. 

It should be accurate- This means that the system should be able to track and calculate the pose of the head over long time periods, using just one single and 

uncelebrated camera and possibly without introducing any kind of cumulative error during the tracking, given any arbitrary complex trajectory of the head. 

It should be robust- The system should not be affected by varying light conditions, local head deformations and should also be able to handle partial head 

occlusions. Moreover its performance should not depend heavily on some set of parameters that need to be tuned properly for each different sequence. 

It should be fast- Many of the situations where and head tracking system may be used require the algorithm to run in real time; thus the procedure should be 

fast enough to be implemented real time without using expensive hardware. 

It should be easy to initialize- The first fundamental task that needs to be accomplished in order to track the head is to find the head on the initial frame and to 

provide the algorithm with an initial estimate out automatically , without affecting the performance  of the algorithm even though the initial pose estimation is 

not so precise. 

Face tracking that can serve as a front end to other facial image analysis tasks, such as face recognition, face expression analysis, gaze tracking and lip-reading. 

Face tracking is different from face detection in that face tracking uses temporal correlation to locate human faces in a video sequence, instead of detecting 

them in each frame independently. With temporal information, we can narrow down the search range significantly and thus real-time tracking possible. The 

major problems encountered in face tracking are changes in illumination, pose, scale and rotation of the faces being tracked and occlusion in the case of tracking 

multiple people. 

The face tracking methods can be mainly classified into five categories.  

• The first one being the shape based approach and template matching Approach, where the elliptical contour of the face. This tracking method is not 

influenced by background color and illumination changes, but the assumption may break when a person is occluded by an object or another person. These 

conditions make it unsuitable for tracking multiple faces.  

• The second type of method being feature based tracking, where the invariant structural features are extracted from the faces to classify the extracted 

faces.  

• The third type of approach being the model based approach where face models are used for detection and tracking. To overcome the problem of pose 

variations, the face is modeled using a 3D model and is used for pose estimation and for matching purposes. The model based approach is reliable and 

accurate, but the computational cost is high making it unsuitable for real time applications.  

• The four type of approach being the landmark based tracking or fudicial tracking. 

• The final category of face tracking method, the color based approach which is suitable for real time applications. These approaches rely upon the accuracy 

and the robustness of the skin color model used. The model fails when the faces are occluded by other faces or objects. 

We propose an approach for tracking multiple faces for overcoming the problems of illumination and pose changes, velocity and trajectory changes of the 

faces, and also to recover from the problems of partial and total occlusions. The tracker is initialized by proposed face detection method and continues the 

tracking of each face by means of color and edge information. A predictive filter is used to estimate the state of face. The proposed method track faces in 

real-time. At the proposed method each face adds time cost about 16 ms to system.  

 

SHAPE BASED APPROACH 
During the offline learning step the objective is to learn for a given person its specific 3D shape, its specific texture and its specific update matrix.  Chaumont 

et.al.(2007) given a paper ,that are limiting the test to an Active Model (AM) instead of an Active Appearance Model (AAM) as Dornaika and Ahlberg. We do not 

then learn any texture modes variations. Our paper bring an improvement to Active Appearance Model approach2 (the multi-resolution) but for the 

experiments and the approach justification we do not need to use the property of variation on textures and then we do not use a complete AAM approach. 

Additional improvements to the AAM approach, proposed in this paper, are the use of a 3D model and the illustration, trough a complete implementation, that 

our face tracking solution is near real-time.Note that this offline learning step may easily be extended to AAM learning where a face data-base would have been 

used. More details on shape learning and texture learning may be found in.In order to learn the 3D shape of a specific person to track, we are using as input 

some 2D face feature points. The 2D feature points may be set manually or obtained thanks to an automatic approach. 

A 3D-face model is then deformed in order to best fit the 2D feature points. This deformation is proceed thanks to the minimization of the distance error E 

between the input set of 2D feature points   and a set of 2D points }: 
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                                    (17) 

The set of 2D points } is obtained by applying on 3D vertex three linear operations: a shape deformation ( ,σ), an animation displacement ( , 

σ) and a week perspective projection (T2×4) the above Equation  minimization gives parameters , σ, and α. Parameters and σ are then used to 

deform the average 3D model and thus learn the specific face shape. More details on the minimization and the underlining hypothesis  are given in. 

In  Texture learning,For an easier intelligibility we will name the image map: the image domain and the texture map: the texture domain. Once the 3D-model is 

shaped and the pose is obtained, the texture may be learned. This learning step is a simple warping procedure. The 3D mesh is projected onto the 2D 

image map in order to then, each texture triangle from the 2D mesh of the image domain is warped to the corresponding triangle in the texture domain. 

Lets note that the warping process needs two computational costly informations for each pixel: its associated  triangle, and its three barycenter coefficients. 

Those informations are computed offline and do not change during the tracking process (indeed, the 2D mesh in the texture domain do not move). This pre-

processing allows to pass of any 3D graphics card for image warping since it enables faster processing during the tracking step. 

Update matrix learning, Thus, once the texture, the 3D shape and the 3D pose are known, one compute the update matrix used for the tracking. 

In Single-resolution,During the tracking the objective is to project as well as possible the 3D model onto the image map in order to minimize the intensity 

difference computed between image It and projected model’s texture. Without high lost of precision, one prefer minimizing the difference between the warped 

image W( ) and the model’s texture (Equ. 3.). This choice is done for real-time reason. Indeed, during the tracking step, the warping computation from 

image domain to texture domain is faster than the inverse warping due to offline pre-processed computation during texture learning . 

    (18)  

Parameter p involved in minimization of Equ. (18) is composed of the animation vector (α) and the pose matrix ( ) . A first order Taylor expansion gives: 

 

   (19) 

During the model fitting, we wish to minimize the equation . So we are looking for the  which minimizes this equation. The solution of 

this least square problem is to choose  such that: 

            (20) 

The update U matrix may be processed offline before the tracking. This update matrix is known as the negative pseudo-inverse of the gradient matrix G. G is 

computed by numeric differentiation such that the jth column of G is estimated with: 

                    (21) 

where h is a disturbance value and  is a vector with all elements zero except the jth element that equals to one. 

In  Multi-resolution,With a single-resolution approach, the face target is lost when there is a strong head motion. To overcome that problem, we have chosen to 

use a multi-resolution tracking similarly to multi-resolution motion estimation. The multi-resolution approaches allow to keep valid the linear hypothesis near to 

the solution. Thus, multi-resolution pyramids are built (an image pyramid, a model’s texture pyramid and 2D mesh pyramids). A U  ,  matrix is then 

computed for each couple (  , ) where  is a given image resolution and rt is a given texture resolution.  

During the tracking step, the low resolutions allow to catch strong motions (parameter p is roughly estimated) and high resolutions allow to catch motion details 

(parameter p is refine). Lets remark that experiments show that low resolutions are only of interest for the pose computation (and not for the facial animations) 

and that texture size should be similar to face-region size. 

 

TRACKING: ACTIVE MODEL SEARCH 
In the case of face tracking, the face localization is in general a difficult problem.10 Even with a full implementation of an AAM approach one should initialized 

the 3D-face model pose relatively close to the solution. In the case of frontal view, many solutions have been proposed and the best results seem to be obtained 

by methods using a previous learning and a complete image scan (Neural Network, Hidden Markov Model, Support Vector Machine, Naive Bayes Classifier ...). 

We have then chosen to use one of this technique to localize the face. 

 

ACTIVE MODEL SEARCH (AMS) 

After the face localization, the Active Model search is preceded by the multi-resolution gradient descent. For each valid couple (  , ), the 3D model is 

iteratively updated until convergence or until a fixed number of iterations. Lets remark that lots of computation are processed offline. Online computations are 

the image pyramid building, the 3D mesh projections, the images warpings (with the used of pre-processed accelerators), the image differences, the matrix 

products and the 3D model updates. Actually, the costly operations are the matrix products. 

 

FEATURE BASED APPROACH 
Akira Inoue et. al.(2000)  develop a video-rate face  tracking system that requires no special hardware so that it can be used on popular personal computers. 

Recently, Drummond et. al.(1999) have developed a real-time visual tracking system for complex structures like ship models. This fast system used the edge 

features of the target, and Lie algebras D. H. Sattinger et.al.(1986) were introduced for estimating motions. Proposed face tracking system uses 3D feature points 

on the target human face instead of edges, and also adapted Lie algebras to the algorithm of estimating motion matrices of a target human face. In practice, 

such weaknesses make purely recursive systems nearly unusable, and the popularity of ARToolKit H. Kato et. al.(2000),in the Augmented Reality community 
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should come as no surprise: It is the first vision-based system to really overcome these limitations by being able to detect the markers in every frame without 

constraints on the camera pose. There are two main categories of face tracking algorithms. The first category is feature-based tracking, which matches the local 

interest-points between subsequent frames to update the tracking parameters, such as a 3D pose tracker [L. Vacchetti et.al.(2004), Q. Wang,et.al.(2006)] and 3D 

deformable face tracking. Because local feature matching does not depend on the training data, the feature-based tracking is less sensitive to variation in 

illumination and object appearance. Furthermore, the coarse-to-fine local feature search scheme, Q. Wang et.al. (2006) can effectively handle fast motion. One 

limitation of this approach is that the feature matching is error-prone resulting in jittery and inaccurate tracking. 

The second category is appearance-based, using generative linear models of face appearance, such as 2D Active Appearance Models (AAM), T. F. Cootes 

et.al.(2006) and 3D Morphable Models , V. Blanz  et.al.(1999). Compared to the feature-based tracking, AAM can track a face more accurately and stably with 

little jitter. However, AAM may have difficulty generalizing to unseen images becauseAAMis trained from a set of example faces. Also AAM is sensitive to the 

initial shape and may easily be stuck in local minima because of its gradient decent optimization. Cluttered backgrounds also reduce AAM stability in tracking a 

face outline.  

Early approaches were edge-based,D. G. Lowe(1991), F. Jurie et.al.(1998)], but methods based on feature points matching have become popular since, C. Schmid  

et. al.(1997) shows that local invariants work better than raw patches for such purpose. C. Schmid  et. al.(1997) ,uses invariants based on rotation invariant 

combination of image derivatives but other local invariants have been proposed. Considering feature point appear to be a better approach to achieve robustness 

to scale, viewpoint, illumination changes and partial occlusions than edge- or eigen-image- based techniques. 

During an offline training stage, one builds a database of interest points lying on the object and whose position on the object surface can be computed. A few 

images in which the object has been manually registered are often used for this purpose. At runtime, feature points are first extracted from individual images 

and matched against the database. for tracking-by-detection purposes, the so-called wide baseline matching problem becomes a critical issue that must be 

addressed. 

In the remainder of this subsection, we discuss in more detail the extraction and matching of feature points in this context. We conclude by discussing the 

relative merits of tracking-by-detection and recursive tracking.To handle as wide as possible a range of viewing conditions, feature point extraction should be 

insensitive to scale, viewpoint, and illumination changes. As proposed in, T. Lindeberg(1977), scale-invariant extraction can be achieved by  taking feature points 

to be local extrema of a Laplacian-of-Gaussianpyramid in scale-space. To increase computational efficiency, the Laplacian can be approximated by a Difference-

of-Gaussians , D. Lowe (1999). Research has then focused on affine invariant region detection to handle more perspective changes. [A. Baumberg(2000), K. 

Mikolajczyk et.al.(2002) used an affine invariant point detector based on the Harris detector, where the affine transformation that makes equal the two eigen 

values of the auto correlation matrix is evaluated to rectify the patch appearance. In Wide Baseline Matching Once a feature point has been extracted, the most 

popular approach to matching it is first to characterize it in terms of its image neighborhood and then to compare this characterization to those present in the 

database. Such characterization, or local descriptor, should be not only invariant to viewpoint and illumination changes but also highly distinctive. We briefly 

review some of the most representative below. The remarkable invariance of the SIFT descriptor is achieved by a succession of carefully designed techniques. 

First the location and scale of the keypoints are determined precisely by interpolating the pyramid of Difference-of-Gaussians used for the detection. To achieve 

image rotation invariance, an orientation is also assigned to the keypoint. It is taken to be the one corresponding to a peak in the histogram of the gradient 

orientations within a region around the keypoint. This method is quite stable under viewpoint changes, and achieves an accuracy of a few degrees. The image 

neighborhood of the feature point is then corrected according to the estimated scale and orientation, and a local descriptor is computed on the resulting image 

region to achieve invariance to the remaining variations, such as illumination or out-of-plane variation.Statistical Classification,The SIFT descriptor has been 

empirically shown to be both very distinctive and computationally cheaper than those based on filter banks. To shift even more of the computational burden 

from matching to training, which can be performed beforehand, we have proposed in our own work an alternative approach based on machine learning 

techniques, V. Lepetit, P (2005). We treat wide baseline matching of keypoints as a classifi cation problem, in which each class corresponds to the set of all 

possible views of such a point. Given one or more images of a target object, the system synthesizes a large number of views, or image patches, of individual 

keypoints to automatically build the training set. If the object can be assumed to be locally planar, this is done by simply warping image patches around the 

points under affine deformations, otherwise, given the 3D model, standard Computer Graphics texture-mapping techniques can be used. This second approach 

relaxes the planarity assumptions. 

The classification itself is performed using randomized trees, Y. Amit et al.(1997). Each non-terminal node of a tree contains a test of the type: “Is this pixel 

brighter than this one?” that splits the image space. Each leaf contains an estimate based on training data of the conditional distribution over the classes given 

that a patch reaches that leaf. A new image is classified by simply dropping it down the tree. Since only pixel intensities comparisons are involved, this procedure 

is very fast and robust to illumination changes. Thanks to the efficiency of randomized trees, it yields reliable classification results.we briefly describe here the 

SIFT-based implementation reported in , I. Skrypnyk et. al. (2004). First, during a learning stage, a database of scene feature points is built by extracting SIFT key 

points in some reference images. Because the key points are detected in scale-space, the scene does not necessarily have to be well-textured. Their 3D positions 

are recovered using a structure-from-motion algorithm. Two-view correspondences are first established based on the SIFT descriptors, and chained to construct 

multi-view correspondences while avoiding prohibitive complexity. Then the 3D positions are recovered by a global optimization over all camera parameters and 

these point coordinates, which is initialized as suggested in, R. Szeliski et.al.(1994). 

At run-time, SIFT features are extracted from the current frame, matched against the database, resulting in a set of 3D correspondences. The search is 

performed so that bins are explored in the order of their closest distance from the query description vector, and stopped after a given number of data points has 

been considered, as described in, J. Beis et.al.(1997).  

This greatly reduces the number of false matches that may result from cluttered background. A good idea at this point is that matches based on feature point 

recognition should be refined by a local image-patch based search for improved matching accuracy before being used for tracking. recovering the camera 

positions in each frame independently and from noisy data typically results in jitter. 

To stabilize the pose, regularization term that smoothes camera motion across consecutive frames is introduced. Its weight is iteratively estimated to eliminate 

as much jitter as possible without introducing drift when the motion is fast. The full method runs at four frames per second on a 1.8 GHz ThinkPad. 

 

MODEL-BASED TRACKING 
Using markers to simplify the 3D tracking task requires engineering the environment, which end-users of tracking technology do not like or is sometimes even 

impossible, for example in outdoor environments. Whenever possible, it is therefore much better to be able to rely on features naturally present in the images. 

Of course, this approach makes tracking much more challenging and some 3D knowledge is often used to make things easier. The 3D knowledge can come in the 

form of a CAD model of a scene object, a set of planar parts, or even a rough 3D model such as an ellipsoid. Such models can be created using either automated 

techniques or commercially available products.  For completeness sake, we also present methods that do not require 3D scene models and simultaneously 

recover both camera trajectory and 3D structure. We will see that these methods can be make to work reliably in-real time. However, they cannot eliminate 

error accumulation and are not adequate in cases where the model semantics are important. For example, for automated grasping purposes, one must not only 

recover camera trajectory but also decide where exactly to grasp. Furthermore, the model-based techniques can usually be made to be more robust and fail-

safe. In short there exists a trade-off between 

the inconvenience of building the 3D model and the increased reliability it affords and choosing one approach over the other depends on the application at 

hand. To organize the massive literature on the subject, we distinguish here two families of approaches depending on the nature of the image features being 

used. The first one is formed by edge-based methods that match the projections of the target object 3D edges to area of high image gradient. The second family 

includes all the techniques that rely on information provided by pixels inside the object’s projection. It can be derived from optical flow, template matching or 

interest point correspondences. 
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Of course, during tracking, knowledge of the pose in the previous frames considerably simplifies the task: Once initialized, usually by hand or using an ad hoc 

method, a motion model is often used to predict the pose in the coming frame to help look for image features. The simplest such model is to assume that the 

camera does not move very much from one frame to the next one. The early approaches to tracking were all edge-based mostly because these methods are 

both computationally efficient, and relatively easy to implement. They are also naturally stable to lighting changes, even for specular materials, w hich is not 

necessarily true of  methods that consider the internal pixels, as will be discussed later. These edge based methods can be grouped into two categories:  

• One approach is to look for strong gradients in the image around a first estimation of the object pose, without explicitly extracting the contours C. 

Harris,et.al.(1992), E. Marchand,et.al.(2001), L. Vacchetti,et.al.(2004), T. Drummond et.al.(2002), A. Comport, et.al.(2003). M. Armstrong et.al.(1995) ]. This is 

fast and general.  

• Another approach is to first extract image contours, such as straight line segments and to fit the model outlines to these image contours D. G. 

Lowe,et.al.(1992), D. Koller,et.al.(1993), H. Kollnig et.al.(1997), A. Ruf,et.al.(1997), D. Gennery,et.al.(1992)]. The loss in generality can be compensated by a gain 

in robustness. We discuss both kinds of approach below. 

Because of its low computational complexity, RAPiD C. Harris,et.al.(1992) was one of the first 3D tracker to successfully run in real-time. Even though many 

improvements have been proposed since, we describe it here in detail because many of its basic components have been retained in more recent systems. The 

key idea is to consider a set of 3D object points, called control points, that are most likely to project on high-contrast image edges.  

Once initialized, the system performs a simple loop: For each frame, the predicted pose, which can simply be the pose estimated for the previous frame, is used 

to predict which control points will be visible and what their new locations should be. The control points are matched to the image contours, and the new pose 

estimated from these correspondences. For each control point, the system looks for its projection m' in the new image around m, its projection in the previous 

frame. Because of the aperture problem, the position m’ cannot be completely determined. As depicted by Figure 4.2 only the perpendicular distance l of m 

from the appropriate image edge is measured. A. Comport,  et.al.(2003) uses a precomputed convolution kernel function of the contour orientation to find only 

edges with an orientation similar to the reprojected contour orientation, as opposed to all edges in the scan-line.  

In C. Harris,(1992), some enhancements to this basic approach are proposed. When the edge response at a control point becomes too weak, it is not taken into 

account into the motion computation, as it may subsequently incorrectly latch on to a stronger nearby edge. As we will see below, this can also be handled using 

a robust estimator. An additional clue that can be used to reject incorrect edges is their polarity,  that is whether they correspond to a transition from dark to 

light or from light to dark. A way to use occluding contours of the object is also given. In R. Evans,  (1990), integrating a Kalman filter into RAPiD is proposed. The 

control points can be defined on the fly. C. Harris,(1992),shows how profile edge points can be created along occluding contours defined by the model 

projection. B. Lucas et.al.(1981) also discusses the discretization of the model edges visible at time t to produce the control points for the estimation of the pose 

at time t + 1. 

The main drawback of of the original RAPiD formulation is its lack of robustness. The weak contours heuristics is not enough to prevent incorrectly detected 

edges from disturbing the pose computation. In practice, such errors are frequent. They arise from occlusions, shadows, texture on the object itself, or 

background clutter. Several methods have been proposed to make the RAPiD computation more robust. T. Drummond et.al.(2002) uses a robust estimator and 

replaces the leastsquaresestimation by an iterative re weighted least-squares to solve the new problem. B. Lucas et.al.(1981) uses a framework similar to RAPiD 

to estimate a 2D affine transformation between consecutive frames, but substitutes a robust estimator for the least-squares estimator. The affine 

transformation is used to infer an approximate 3D pose, In fact, when using a more powerful minimization algorithm, linearizing the problem is not required, 

instead one can minimize the actual distances between the detected features and the reprojected 3D primitives.  

E. Marchand et.al.(2002) discusses the computation of the relevant Jacobian matrices when the 3D primitives such as straight lines segments, circles or occluding 

boundaries of cylinders can be defined analytically. G. Simon et.al.(1998) considers free-form curves and uses an approximation of the distance. In the 

approaches described above, the control points were treated individually, without taking into account that several control points are often placed on the same 

edge, and hence their measurements are correlated. By contrast, in [M. Armstrong et.al.(1995), G. Simon et.al.(1998)] control points lying on the same object 

edge are grouped into primitives, and a whole primitive can be rejected from the pose estimation. In M. Armstrong et.al.(1995),a RANSAC methodology is used 

to detect outliers among the control points forming a primitive. If the number of remaining control points falls below a threshold after elimination of the 

outliers, the primitive is ignored in the pose update. Using RANSAC implies that the primitives have an analytic expression, and precludes tracking free-form 

curves. By contrast, G. Simon et.al.(1998)] uses a robust estimator to compute a local residual for each primitive. The pose estimator then takes into account all 

the primitives using a robust estimation on the above residuals. When the tracker finds multiple edges within its search range, it may end-up choosing the wrong 

one. To overcome this problem, in T. Drummond et.al.(2002), the influence of a control point is inversely proportional to the number of edge strength maxima 

visible within the search path. L. Vacchetti,et.al.(2004) introduces another robust estimator to handle multiple hypotheses and retain all the maxima as possible 

correspondents in the pose estimation. The previous approaches rely on matching points sampled on edges.An alternative approach is to globally match model 

primitives with primitives extracted from the image [D. G. Lowe,et.al.(1992), D. Gennery,et.al.(1992), D. Koller,et.al.(1993), A. Kosakaet.al.(1995), A. 

Ruf,et.al.(1997)]. 

line segments, but, in theory, they could be more complex parametric curves.For each image, straight line edge segments are extracted, while the model edge 

segments are projected with respect to the predicted pose.  

An iterative procedure is used to find the best correspondences between 3D model edge segments Mi and 2D image segments Di, while estimating the pose. In 

D. Koller,et.al.(1993), a model segment Mi is matched with the closest data segment Di according to the Mahalanobis distance of Equation , if this distance is 

lower than a threshold. The pose p is then estimated by minimizing 

   (22) 

with respect to p where Xi m(p) is the attribute vector of the model segment Mi projected with respect to the pose p. An additional term can be added to the 

criterion to account for a motion model. The minimization is performed using the Levenberg-Marquardt algorithm. The process is repeated until a stable pose is 

found. Such approaches, which are only adapted to polyhedral object tracking, have been applied to vehicle and robot arm tracking, but they seem to have 

fallen out of use and been replaced by RAPiD like algorithms. We believe this can be attributed to bottom-up nature of the edgeextraction process, which makes 

it unreliable. The RAPiD approach both avoids this drawback thanks to the local search around an a priori pose and tends to be significantly faster. 

 

DIRECT OPTIMIZATION ON GRADIENTS 
It is better to take into account the expected direction of the projected contour: E. Marchand,et.al.(2001) proposes to minimize the sum of the values. This 

measure tends to support locations where the gradient is both strong and in the expected direction. H. Kollnig  et.al.(1997) maximizes the correlation between 

the predicted and the measured gradient norm plus an additional term to constrain the motion. Such approaches require a very good initial estimate to 

converge to the correct pose. Therefore, they are best used as a refinement step. 

Optical Flow-Based Methods, Optical flow is the apparent motion of the image projection of a physical point in an image sequence, where the velocity at each 

pixel location is computed under the assumption that projection’s intensity remains constant. It can be expressed as 

     (23) 
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where m the projection of a point in an image I at time t, It can be computed using the Lucas- Kanade method [83] for example, which adopts a multiscale 

approach and assumes that the optical flow varies smoothly. 

Using Optical Flow Alone, An early attempt to use optical flow as a cue for 3D tracking relied on the well-known normal optical flow constraint  

(    (24) 

derivatives of the image computed at location m. That means that if we know the 3D correspondent M for some m on the model projection, Nevertheless, this 

approach has two important drawbacks: First, for large motions, there exists a large linearizing error in the normal optical flow constraint that affects the 

estimation. Second, while the control points on edges provide absolute information and act as anchors, relying on optical flow causes error accumulation, which 

quickly results in drift and tracking failure.To avoid error accumulation, H. Li,et.al.(1993) uses a render-feedback loop. Instead of applying the previous method 

to the actual image, it applies it to a synthetic image of the object rendered under a pose predicted using a motion model. If the motion model is valid, the 

synthetic image is closer to the new image, the error due to the linearity assumption is smaller and the computed motion more reliable. The process can then be 

iterated to suppress the drift effect. Unfortunately, this method requires a motion model to handle fast motion and is sensitive to lighting effects, since it is 

difficult to render a synthetic image that takes illumination into account. It is also relatively slow since several image synthesis per frame are required. 

Nevertheless, it was one of the first successful methods to use Computer Graphics techniques to solve a Computer Vision problem. 

S. Basu,et.al.(1996) applies the regularized optical-flow method developed in M. J. Black et.al.(1997) to 3D tracking to handle fast motion.  

In Combining Optical Flow and Edges,Several authors combine edge and optical flow information to avoid error accumulation. For example, M. Haag 

et.al.(1999) uses a Kalman filter to combine the two cues. The edges are taken into account by a term similar to the one of the Equation, the optical flow by a 

term analogous. A different combination is proposed in D. DeCarlo et.al.(2000), where the optical flow information is treated as a hard constraint. In this work, 

the deformations of the tracked shape, a human face, are also estimated but we will drop here the deformation terms. This approach yields impressive results 

especially because it estimates not only the motion but also the deformations of a face model. Nevertheless, it still depends on the brightness constancy 

assumption during optical flow computation, and major lighting changes can cause tracking failure. Because of the linearization in the optical flow equation cue, 

the range of acceptable speeds is also limited. 

Template matching based face tracking, this is the first and a very simple approach to face tracking, totally based on the template matching technique detailed in 

the following.  

The Lucas-Kanade algorithm B. Lucas et.al.(1981), S. Baker et.al.(2004) was originally designed to compute the optical flow at some image locations, but in fact 

has a more general purpose and can be used to register a 2D template to an image under a family of deformations. It does not necessarily rely on local features 

such as edges or interest points, but on global region tracking, which means using the whole pattern of the object to be tracked. Such a method can be useful to 

treat complex objects that are difficult to model using local features. While it can be computationally expensive, [50] showed that under some conditions, it can 

be effectively formulated. Since then it has been extended by several authors and applied to 3D tracking [M. Cascia et.al.(2000), F. Jurie et. Al. (2001), F. Jurie 

et.al.(2002)]. 

Using Hyperplane Approximation, The approach presented in F. Jurie et.al.(2002) relies on a reinterpretation that yields a faster implementation than the 

Jacobian formulation discussed above. It treats the equation as an approximation by hyperplanes. This allows the estimation of the A matrix during a learning 

stage. It is done by producing random small disturbances ∆ around the reference position, for which the change of brightness δi can be measured by virtually 

moving the region of interest. A matrix δp that maps the δi to the δp can then be estimated in the least-squares sense. The paper F. Jurie et.al.(2002)  

experimentally shows that such a matrix gives a more reliable approximation of the relation between image differences and the motion. This can be explained 

by the fact that the objective function of Equation has many local minima, which this approach allows the algorithm to skip.  

For 2D Tracking, The general goal of the Lucas-Kanade algorithm is to find the parameters p of some deformation f that warps a template T into the input image 

It, where the f deformation can be a simple affine warp as well as a much more complex one. This is done by minimizing 

O (25) 

the sum of squared errors computed at several mi locations. The Lucas-Kanade algorithm assumes that a current estimate of p is known, which is reasonable for 

tracking purposes. It iteratively solves for p by computing ∆i steps that minimize 

 
As in the Gauss-Newton algorithm, the It(f (mj ; p+∆) term is linearized by performing a first order Taylor expansion. This lets us write 

    (26) 

where A is the pseudo-inverse of the Jacobian matrix J of It(f (mj ; p)) computed at pj , and δi = [T(mj) − It(f (mj ; p)] is the vector of intensity differences between 

the template and the warped input image. J depends both on the image gradients computed at pixel locations f (mj ; p) and on the Jacobian of the warping 

function. It can be computed as 

     (27) 

In this derivation, the function f can be arbitrarly complex. In the general case, this means that the the pseudo-inverse of J must be recomputed at each 

iteration, which is computationally expensive. As we will see below, the method can be made to be much more efficient by restricting f to a specific class. 

Use Jacobian Formulation, G. Hager et.al.(1998),shows that for some classes of displacements, including linear models, the previous iteration step can be 

replaced by 

       (28) 

      (29) 

where Σ(p) is a matrix that only depends on the displacement p. This time, the matrix A does not depend on time-varying quantities and can be computed 

beforehand. G. Hager et.al.(1998),restricts the estimation to a single step, but it could be iterated as in the Gauss-Newton algorithm. The final algorithm requires 

about a hundred image accesses and subtractions to compute δi, a few hundred of multiplications and a matrix inversion to compute the displacement ∆. F. 

Dellaertet.al.(1999) gives a similar derivation but also proposes an efficient sampling of the target region to reduce even further the online computation cost 

without losing too much image information. Ideally the subset that reduces the expected variance of recovered motion should be retained. In practice, the 

combinatorics are too large, and F. Dellaertet.al.(1999)proposes to compute the expected for individual pixels and constructs a random subset of the best pixels, 

constrained to be well spread on the target image.  
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A limitation of the formulation given above is sensitive to changes in illumination of the target region. To handle such variations, G. Hager et.al.(1998),adds a 

linear combination of basis vectors to the expression of It(p + ∆j ). These basis vectors can be learned from a set of training images of the target region, taken 

under varying illumination. It is shown that the motion can still be computed using no more online computation than before. 

 Another drawback is that it does not handle potential partial occlusions of the tracked regions, which could result in tracking failure. To solve this problem, G. 

Hager et.al.(1998),turns the least-squares formulation of Equation  into a robust one by introducing a robust estimator. The motion is then recovered using an 

iteratively re-weighted least-squares approach.This method was originally used to track in real-time human faces assuming a 2D affine transformation for the 

motion model. 

Interest Point-Based Methods, We now turn to methods that use localized features instead of global ones, which has several advantages. In the same way as 

edge-based methods, they rely on matching individual features across images and are therefore easy to robustify against partial occlusions or matching errors. 

Illumination invariance is also simple to achieve. But, unlike edges methods, they do not get confused by background clutter and exploit more of the image 

information, which tends to make them more robust. They are similar in some ways to optical flow approaches, but they allow faster motions since no small 

inter-frame motion assumption is made. The local features can be patches manually selected in several registered views of the target object during a preliminary 

stage [S. Ravela et.al.(1995), M. Uenohara et.al.(1991)]. 

From 2D to 3D Tracking,The template matching approach  has been used to track 3D objects., F. Jurie Et.al.(2001) uses a homography to model the object pose p 

to track 3D planar objects.  

A few improvements can be added to the original method described in F. Jurie et.al.(2002) . The locations considered to compute the pose should be taken 

following the method described in F. Dellaert et.al.(1999). At least a simple heuristics is to retain locations to strong gradients, with some care to take well 

spread locations. These locations cannot be taken on the border of the object: in the contrary case, they could lie on the background once the object has moved, 

and disturb the intensity difference computation. The locations intensities should be normalized to be robust to most of lighting changes. Finally, while the 

original paper only discusses single iteration step estimation, several iterations can be performed to allow for fast motion. It can be done using a cascade of A 

matrices instead of a single one, where the first matrices of the cascade are trained from large motions, and the last ones capture finer and finer motions. M. 

Cascia et.al.(2000) also uses this approach to track the position and orientation of a human head using a non-planar surface model. The head is modeled as a 

generalized cylinder. It can thus be described as a parametric surface, where a 3D point M on the model surface is a function of two coordinates (s, t) in the 

surface’s parametric coordinate system˜M= x(s, t). This allows the definition of a relatively simple warping between the image and the texture map on the head 

model, and a template matching approach similar to the one of G. Hager 

 Et. al.(1998) is used to recover the six degrees of freedom of the 3D model. A confidence map is also introduced is to account for the fact that pixels are not 

equally informative due to perspective distortion. They are assigned a confidence level proportional to the image area of the triangle they belong to. A motion 

model is also used to regularize the recovered motion. The resulting tracker overcomes the biggest problem of using a planar approximation for the face, that is 

instability in presence of out of plane rotations. 

An object feature is then defined by its 3D object location and by a template image that captures its image appearance. Once initialized, the algorithms perform 

a simple loop similar to the one of edge-based methods. For each frame, the object features are matched by localizing feature templates in search windows 

around hypothesized locations using steerable filters to compensate for image-plane rotations, and normalized cross-correlation for insensitivity to lighting 

changes. The pose is then obtained from these model to image correspondences. Note that in S. Ravela et.al.(1995), aspect changes are handled by initially 

building an aspect table that associates object features with discrete viewpoints in which they can be expected to be seen. Of course, the above algorithms 

require both manual intervention and actual expertise to select appropriate patches. A far more effective and practical approach is to have the system itself 

choose the features for optimal performance. We refer to these automatically chosen features as interest points. In the remainder of this subsection, we first 

discuss their extraction and matching. We then present ways of using them for 3D tracking. 

 In Interest Point Detection,Matching only a subset of the image pixels reduces computational complexity while increasing reliability if they have been correctly 

chosen. This task usually falls on an “interest operator,” which should select points with the following properties W. F¨orstner et.al.(1986): The patches 

surrounding them should be textured so that they can be easily matched. They should be different from their immediate neighbors to eliminate edge-points that 

can give rise to erroneous matches. Similarly, pixels on repetitive patterns should also be rejected or at least given less importance to avoid ambiguous matches. 

Finally, the selection should be repeatable, which means that the same points should be selected in different images of the same scene, despite perspective 

distortion or image noise. This last property is important because the precision and the pose estimation directly depends on the invariance of the selected 

position. 

Such operator were already in use in the 1970’s for tracking purposes [H. Moravec  et.al.(1996) , H. Moravec  et.al.(1997)]. In these early works, pixels with the 

largest minimum variance of intensity differences in the four directions were retained. Numerous other methods have been proposed since and [R. Deriche 

et.al.(1993), S. M. Smith et.al.(1995)] give good surveys. Most of these techniques involve second order derivatives, and results can be strongly affected by 

noise. Currently popular interest point detectors, sometimes called the F¨orstner operator W. F¨orstner et.al.(1986) , the Plessey operator, the Harris-Stephen 

detector C. Harris et .al.(2000), or the Shi-Tomasi detector J. Shi  et.al.(1994), all rely on the auto-correlation matrix 

 
 

computed at each pixel location. The coefficients of Z are the sums over a window of the first derivatives Iu and Iv of image intensities with respect to (u, v) pixel 

coordinates. The derivatives can be weighted using a Gaussian kernel to increase robustness to noise C. Schmid et.al.(1997). The derivatives should also be 

computed using a first order Gausian kernel. This comes at a price since it can reduce localization accuracy.  As discussed in W. F¨orstner,  et al. (1996), the pixels 

can be classified from the behavior of the eigen values of Z: Pixels with two large, approximately equal eigen values are good candidates for selection. C. Harris   

et. al.(1998) defines a “textureness” measure from the trace and the determinant of Z to avoid explicit computation of the eigen values. J. Shi  et.al.(1994),shows 

that locations with two large eigenvalues of Z can be tracked reliably especially under affine deformations. It therefore focuses on locations where the smallest 

eigen value is higher than a threshold. Interest points can then taken to be the locations mi that are local maxima of the chosen measure above a predefined 

threshold. It should be noted that these measures have a relatively poor localization accuracy and are computationally demanding. 

However they are widely used they have proved effective and are easy to implement. 

Interest Point Matching, A classical procedure Z. Zhang et.al.(1995) runs as follows. For each point mi in the first image, search in a region of the second image 

around location. The search is based on the similarity of the local image windows centered on the points, which strongly characterizes the points when the 

images are sufficiently close. The similarity can be measured using the zero-normalized cross-correlation that is invariant to affine changes of the local image 

intensities, and make the procedure robust to illumination changes. In practice, we reject matches for which this measure is less than 0.8 as unreliable matches. 

We also limit the search of correspondents  for a maximum image movement of 50 pixels. In terms of code optimization, some efficient implementations using 

MMX instructions for both point extraction and matching. An alternative to matching points across images is to use the Kanade-Lucas-Tomasi (KLT) tracker  

which extracts points from an initial image and then tracks them in the following images by mostly relying on the optical flow. Both approaches have their 

strengths: KLT handles continuity better and keeps tracking points that cannot be detected as interest points. By contrast, performing detection in every frame 

naturally handles the appearance and disappearance of interest points due to aspect changes and occlusions. 

Alternatively,This results in implementations that are both robust and fast because extraction and matching can now be achieved in real-time on modern 

computers. 
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Pose Estimation by Tracking Planes,An alternative way  to use interest points is to track 3D planar structures as opposed to full 3D models. This choice is justified 

by the fact that it is a common special case that makes the 3D model acquisition problem trivial. Furthermore, the resulting method is efficient and precise. The 

relation between the plane and a frame of the sequence can be retrieved by chaining the homographies, and used to estimate the camera pose.  

In this approach the jittering effect is minimal because the homo-graphies between consecutive, close views can be computed very accurately. Nonetheless, 

because the motion is computed recursively by chaining transformations, one can expect error accumulation and drift after a while, even if this is delayed by the 

accuracy of the computed homo-graphies. 

Several authors, matching only against keyframes does not, by itself, yield directly exploitable results. This has two main causes. First, wide-baseline matching as 

described in the previous paragraph, is inherently less accurate than the short-baseline matching involved in frame-to-frame tracking, which is compounded by 

the fact that the number of correspondences that can be established is usually less. Second, if the pose is computed for each frame independently, no temporal 

consistency is enforced and the recovered motion can appear to be jerky. If it were used as is by an Augmented Reality application, the virtual objects inserted in 

the scene would appear to jitter, or to tremble, as opposed to remaining solidly attached to the scene. 

Temporal consistency can be enforced by some dynamical smoothing using a motion model. Another way proposed in is to combine the information provided by 

the keyframes, which provides robustness, with that coming from preceding frames, which enforces temporal consistency. This does not make any assumption 

on the camera motion and improves the accuracy of the recovered pose. It is still compatible with the use of dynamical smoothing that can be useful to in case 

where the pose estimation remains unstable, for example when the object is essentially front-parallel. 

The tracking problem is reformulated in  terms of bundle adjustment. In theory, this could be done by minimizing a weighted sum of the reprojection errors 

computed both for the 3D keyframe interest points and for points Ni tracked from frame to frame, with respect to the camera poses up to time t, and to the 3D 

locations of the points Ni. Finally, the combination of the information from wide baseline matching and from preceding frames in Equation ,results in a real-time 

tracker that does not jitter or drift and can deal with significant aspect changes.  

n-Images Methods,The first class of approaches relies on projective properties that provide constraints on camera motion and 3D point locations from 2D 

correspondences. While such approaches have long been used for offline camera registration in image sequences [C. Tomasi et.al. (1992), A. Fitzgibbon 

Et.al.(1998), M. Pollefeys,et.al.(1998), R. Hartley et.al.(2000)], only recent improvements in both algorithms and available computational power have made them 

practical for real-time estimation. For example, D. Nister,et.al.(2004) shows how to recover in real-time the trajectory of a moving calibrated camera over a long 

period of time and with very little drift. The algorithm first estimates the relative poses between three consecutive frames from point correspondences 

established. This is done by robustly estimating the essential matrix E between image pairs.  

The scale is then taken to be the one that best aligns these points against the current reconstruction. As direct application of this approach would quickly in drift, 

two techniques are used in D. Nister,et.al.(2004) to mitigate this problem. First, the pose is refined once in a while by minimizing the reprojection error of the 

already reconstructed 3D points over sets of frames. Second, the system is made to occasionally “forget” the 3D coordinates and to recomputed them from 

scratch to avoid error accumulation. This system has been tested with a vehicle-mounted camera and yields results very close to that of a GPS, even for 

trajectories of several hundreds of meters. In other words, error accumulation is not completely avoided, but considerably reduced. 

Filter-Based Methods,Pose and structure can also be recursively estimated using the Extended Kalman filter [A. Azarbayejani et.al.(1995), P. A. 

Beardsley,et.al.(1997), A. Chiuso,et.al.(2002), F. Jurie, et.al.(1998), A. Davison,et.al.(2003)]. In particular, [28], shows that it can yield very good results in real-

time. While D. Nister,et.al.(2004) proposes a bottom-up approach – interest points are tracked in 2D then reconstructed to 3D, here the pose estimation is done 

in a top-down manner. The camera is supposed to move smoothly, with unlikely large accelerations. The filter state therefore contains the camera pose 

parameters, and the linear and angular velocities used to predict the camera pose over time. The filter state also contains the 3D locations of some points 

detected in the images. In each coming frame, the position of a feature point is predicted and its uncertainty is estimated using uncertainty propagation, using 

the 3D location stored in the filter state, the predicted camera pose and its uncertainty. This constraints the search for the point position in the current image, 

retrieved using sum-of-squared difference correlation. This position is then given to the Kalman filter to update the point 3D location. These hypotheses are 

tested in subsequent images by matching them against the images, and their probabilities are re-weighted One issue is the initialization in the filter of appearing 

feature points, since the depth of such a point cannot be estimated from one measurement. A. Davison et.al.(2003) proposes to represent the initial probability 

density over point depth by a equally-weighted particle set. Discrete depth hypotheses are made along the semi-infinite line stated at the estimated camera 

position heading along the point viewing direction. The hypotheses are tested in the subsequent time steps by projecting them into the images, and re-weighted 

according to their likelihood. After some times, the distribution becomes closely Gaussian. A covariance matrix can then be enough to represent the distribution, 

and the feature point can be integrated into the filter. To handle the distortion on the point appearances due to perspective, this method was extended in N. 

Molton,et.al.(2004) to also estimate the orientation of the local surface. The orientation is initialized to be parallel to the current viewing direction. For each 

coming frame, the current orientation estimate is used to predict the point appearance to help finding the point projection, and updated from the actual image. 

 

LANDMARK BASED TRACKING OR FUDICIAL TRACKING 
Vision-based 3D tracking can be decomposed into two main steps: first image processing to extract some information from the images, and second pose 

estimation itself. The addition in the scene of fiducials, also called landmarks or markers, greatly helps both steps: they constitute image features easy to extract, 

and they provide reliable, easy to exploit measurements for the pose estimation. 

Here, we distinguish two types of fiducials. The first type is what we call “point fiducials” because each fiducial of this type give one point correspondence 

between the scene and the image. To obtain more information from each fiducial, it is possible to turn it into a planar 

shape with identifiable corners and we will refer to those as “planar fiducials”: A single planar fiducial provides all six spatial constraints needed to define a 

coordinate frame. 

Point Fiducials: Fiducials have been used for many years by close-range photogrammetrists. They can be designed in such a way that they can be easily detected 

and identified with an ad hoc method. Their image locations can also be measured to a much higher accuracy than natural features. 

In particular, circular fiducials work best, because the appearance of circular patterns is relatively invariant under perspective distortion, and because their 

centroid provides a stable 2D position that can easily be determined with sub-pixel accuracy. The 3D positions of the fiducials in the world coordinate system are 

assumed to be precisely known: 

This can be achieved by hand, with a laser, or with a structure-frommotion algorithm. To facilitate their identification, the fiducials can be arranged in a 

distinctive geometric pattern. Once the fiducials are identified in the image, they provide a set of correspondencesMi ↔ mi 

and techniques similar to the ones can be applied to retrieve the camera pose. For high-end applications, as found by close-range photogrammeters who have a 

long experience in this area, fiducial locations should be estimated carefully. In particular, there should be uniform lighting and a strong foreground-background 

contrast. Most of the professional solutions use circular or spherical fiducials made from retro reflective material, and cameras instrumented with a ring flash or 

other symmetric lighting coming from within a few degrees. Images are exposed so that the background is suppressed and the fiducials can be detected 

automatically due to their high contrast. It then become easier to estimate their center of gravity with subpixel accuracy. The targets should be at least 4-5 pixels 

across in the image and appear against a clear background with diameter at least 3 times the foreground diameter.  

Advanced Real-time Tracking, Metronor, ViconPeak, and AICON 3D Systems all propose commercial products based on this approach. Low-cost, and lower-

accuracy solutions, have also been proposed by the Computer Vision community. For example, the Concentric Contrasting Circle (CCC) fiducial W. A. Hoff, 

Et.al. (1996) is formed by placing a black ring on a white background, or vice-versa. To detect these fiducials, the image is first thresholded, morphological 

operations are then applied to eliminate too small regions, finally a connected component labeling operation is performed to find white and black regions, as 

well as their centroids. In fiducial W. A. Hoff, et.al. (1996),four CCC’s are placed in a flat rectangular pattern, and a fifth CCC is added on a side of the rectangle to 

remove ambiguities.  
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The three collinear CCC’s can be found by testing each subset of three points for collinearity. 

A. State,et.al.(1996) uses color-coded fiducials for a more reliable identification. Each fiducial consists of an inner dot and a surrounding outer ring, four different 

colors are used, and thus 12 unique fiducials can be created and identified based on their two colors.  

Some heuristics are also introduced:  

During tracking the fiducials should remain close to their predicted position; if the centroids of the outer and the inner regions are not close enough, the fiducial 

may be partially occluded, and is not taken into account in the pose computation. 

Because the tracking range is constrained by the detectability of fiducials in input images, Y. Cho,  et. al.(1998) introduces a system that uses several sizes for the 

fiducials. They are composed of several colored concentric rings, where large fiducials have more rings than smaller ones, and diameters of the rings are 

proportional to their distance to the fiducial center, to facilitate their identification. When the camera is close to fiducials, only small size fiducials are detected. 

When it is far from them, only large size fiducials are detected. 

The previous extraction methods involve thresholds to segment the images, and can usually not be used under different lighting conditions without adjusting 

them. To handle variable lighting, Y. Cho, 

 et. al.(1998)] uses a rulebased approach that groups samples of similar color that are likely to all belong to the same fiducial. L. Naimark  et.al.(2002) uses 

homomorphic image processing, which is designed to eliminate the effect of non-uniform lighting. The thresholding operation is applied not on the image itself, 

but on the gradient of the logarithm of the image. This allows a robust detection of the fiducials, even in presence of very non-uniform lighting, including 

blooming effects. 

In order to expand the number of uniquely identifiable fiducials, L. Naimark et.al.(2002) adds “data rings” between the traditional outer and inner rings.  These 

additional rings are composed of sectors that are black or white, and can be used as a bar code, to encode the fiducial index. With this 

design, they can have as many as 3 × 215 different fiducials.While all the previous methods for fiducial detection use ad hoc schemes, D. Claus et. al. (2004) uses 

a machine learning approach which delivers significant improvements in reliability. The fiducials are made of black disks on white background, and sample 

fiducial images are collected under varying perspective, scale and lighting conditions, as well as negative training images. A cascade of classifiers is then trained 

on these data: 

The first step is a fast Bayes decision rule classification, the second one a powerful but slower nearest neighbor classifier on the subset passed by the first stage. 

At run-time, all the possible sub-windows in the image are classified using this cascade. This results in a remarkably reliable fiducial detection method. 

Planar Fiducials: The fiducials presented above were all circular and only their center was used. By contrast, D. Koller, et.al.(1997) introduces squared, black on 

white, fiducials, which contain small red squares for identification purposes. The corners are found by fitting straight line segments to the maximum gradient 

points on the border of the fiducial. Each of the four corners of such fiducials provides one correspondence Mi ↔ mi, and the pose is estimated using an 

Extended Kalman filter. 

[J. Rekimoto et.al. (1998), H. Kato et.al.(1998), H. Kato et.al.(2000)] also use planar, rectangular fiducials, and show that a single fiducial is enough to estimate 

the pose. Their approach has become popular, both because it yields a robust, low-cost solution for real-time 3D tracking, and because a software library called 

ARToolKit is publicly available ARToolKit see ref. in website. 

As most of the fiducials seen before, the fiducials of ARToolKit have a black border on a white background to facilitate the detection.The 3D tracking system does 

not require any hand-initialization, and is robust to fiducial occlusion. In practice, under good lighting conditions, the recovered pose is also accurate  enough for 

Augmented Reality applications. These characteristics make ARToolKit a good solution for 3D tracking whenever engineering the scene is possible. Because it has 

a low CPU requirement, such markers based applications begin to be implemented on mobile devices such as PDA and mobile phones D. Wagner et.al. (2003). 

Free Computer Vision libraries on Symbian OS, which is the dominant operating system for smart phones are also in development M. Moegring,et.al. (2004), and 

lets hope for the development on such techniques on mobile devices. 

 

COLOR-BASED TRACKING WITH PAN-TIL-ZOOM CAMERAS 
METHODS FOR TRACKING 

Andreas et.al.(2008),describe the tracking and recognizing nonrigid objects in video image sequences are complex tasks. Using color information as a feature to 

describe a moving object or person can support these tasks. The use of four-dimensional templates for tracking objects in color image sequences was suggested 

in [Bro et al. 941. However, if the observation is accomplished over a long period of time and with many single objects, then both the memory requirements for 

the templates in the database and the time requirements for the search of a template in the database increase. In contrast to this, active shape models (ASMs) 

represent a compact model for which the form variety and the color distribution of an object class are taught in a training phase [Coo et al. 95]. 

Several systems use skin color information for tracking faces and hands (see, e.g., [ComRamOO], [Li et al. 001, and [MarVil02]). The basic idea is to limit the 

search complexity to one single color cluster representing skin color, and to identify pixels based on their membership in this cluster. Several problems affect 

these approaches. First, skin colors cannot be uniquely defined and, in addition, a person cannot be identified when seen from behind. Here tracking clothes 

instead of skin is more appropriate [Roh et al.2001] Second, color distributions are sensitive to shadows, occlusions, and changing illuminations. Addressing the 

problem occurring with shadows and occlusions, Lu and Tan assume that the only moving objects in the scene are persons [LuTan0l]. This assumption does not 

hold for many applications. Most of the approaches mentioned above cannot be easily extended to multicolored objects other than persons. A very efficient 

technique for the recognition of colored objects is color indexing [SwaBal9 I]. Based on comparisons between color distributions, an object in the image is 

assigned to an object stored in a database. This technique usually needs several views of the object to be recognized, which is not always ensured when tracking 

people in a road scene, for example. Furthermore, color indexing partly fails with partial occlusions of the object. Active shape models do not need several views 

of an object, since by using energy fimctions they can be adapted to the silhouette of an object represented in the image. However, the outlier problem, which 

can occur particularly with partial object occlusion, represents a difficulty for these models. 

Active Shape Models,For tracking a human target in video, detecting the shape and position of the target is the fundamental task. Since the shape of a human 

object is subject to deformation and random motion in the two-dimensional image space, ASM is one of the best-suited approaches in the sense of both 

accuracy and efficiency. 

ASM falls into the category of deformable shape models with a priori information about the object. ASM-based object tracking models the contour of the 

silhouette of an object, and the set of model parameters is used to align different contours in each image frame. An extension of traditional ASMs to color active 

shape models. 

Automatic Target Acquisition and Handover from Fixed to PTZ Camera,When a breach occurrence is detected, the fixed camera in charge of monitoring the 

direction of motion triggers an alarm and provides the position of the target in the world coordinate system. The PTZ camera then uses that position information 

to determine its pan-and-tilt angles and lock on the target for  ubsequent tracking.The pan-and-tilt angles for the PTZ camera are respectively given as a function 

of the coordinates (xt , yt , ht ) of the target 

     (30) 
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(31) 

Handover is considered complete only when the PTZ camera is able to extract the moving target from its background and lock on it. This step is achieved using 

the same principle of direction of motion; only this time the motion being searched for is top-down motion instead of left to right. A GUI view of a typical image 

captured from the two-camera system. 

Color and Predicted Direction and Speed of Motion,Image distortions caused by PTZ cameras make the tracking task difficult.Features that are robust to these 

distortions are needed for the tracking task. Color information of the target can be such a feature. When color constancy is preserved,the color distribution of 

interesting regions can be used to track objects. Color 

indexing CSwaBal91 is one of the techniques used to find similar color targets in consecutive frames. The video from the overhead camera is first analyzed to 

detect and extract breaches. Each extracted region is used to build a color histogram model. Once the histogram models are acquired, the nearest and most 

similar color regions are searched through histogram intersection. The results are trajectories of the objects that caused the alarm. Since the trajectories were 

computed for each frame, the speed and direction of motion can also be predicted and used to compute the internal parameters of the PTZ camera, such as pan 

and tilt angles. 

The PTZ camera is then automatically controlled to view the predicted location and to extract the top-down motion caused by the breach. A verification process 

will then follow to check whether the extracted regions are effectively caused by the breach. 

 

TECHNICAL ASPECTS OF TRACKING 
This section provides more detailed information on various technical considerations associated with color-based tracking. 

Feature Extraction for Zooming and Tracking,Three features are selected for automatic zooming and face tracking. The first feature is the mean location (xc,yc) 

of hue values, which are located between f(xi)Low-rh , and f(xi)Hj-th , within the detected region-of-interest (ROI) 

(32) 

where H(x,y) represents the pixel location of an effective hue value and EH the number of selected pixels having effective hue values. The second feature is the 

area of the detected ROI, and the third is the effective pixel ratio, RRO], within the detected ROI. The mean location xc and y , indicates the direction of the 

moving object and the second feature &Of determines the optimum zooming ratio; the third feature, RROI, is used for fault detection in zooming and tracking. 

The second and the third features can be formulated as 

(33) 

Automatic zooming is performed using the AROI feature. 

 

COLOR ACTIVE SHAPE MODELS,Special considerations for digital image processing are required when tracking objects whose forms (and/or their silhouettes) 

change between consecutive frames.For example, cyclists in a road scene and people in an airport terminal belong to this class of objects denoted as nonrigid 

objects. ASMs can be applied to the tracking of nonrigid objects in a video sequence. Most existing ASMs do not consider color information [ParSayOl]. We 

present several extensions of the ASM for color images using different color-adapted objective functions. 

Detecting the shape and position of the target is a fundamental task for tracking a nonrigid target in a video sequence. Two-dimensional deformable models 

typically use i l boundary representation (deformable contour) to describe an object in the image. Within the class of deformable models, the ASM is one of the 

best-suited approaches in the sense of both accuracy and efficiency for applications where a priori information about the object (or more precisely about the 

shape of the object) in the image is available. The basic concept of ASMs consists of modeling the contour of the silhouette of an object in the image by 

parameters in order to align the changing contours in the image frames to each other. More specifically, our ASM-based tracking algorithm consists of five steps: 

1. Assignment of landmark points 

2 . Principal component analysis (PCA) 

3 . Model fitting 

4. Local structure modeling 

5. In this approach, an additional color component analysis 

 

Landmark Points,Given a frame of input video, suitable landmark points should be assigned on the contour of the object. Good landmark points should be 

consistently located from one image to another. In a two-dimensional image, we represent n landmark points by a 2n-dimensional vector as 

 

  (34) 

A typical setup in our system consists of 42 manually assigned landmark points ( n = 42). Various automatic and systematic ways of obtaining landmark points 

were discussed by Tian et al. [Tia et al. 011. The role of landmark points is controlling the shape of model contours. More specifically, the initially assigned 

landmark points are updated by minimizing the deviation from the original profile, which is normal to the boundary at each landmark point. More rigorous 

quantification of the deviation. 

 

Principal Component Analysis,A set of n landmark points represents the shape of the object. Although each shape in the training set is in the 2n-dimensional 

space, we can model the shape with a reduced number of parameters using the principle component analysis (PCA) technique. Suppose we have m shapes in the 

training set, presented by Xi, for i = 1,. . .,m . The PCA algorithm is as follows. 

PCA algorithm 

1. Compute the mean of the m sample shapes in the training set 

     (35) 

2. Compute the covariance matrix of the training set 
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  (36) 

3. Construct the matrix 

    (37) 

Where  represent eigenvectors of S corresponding to the q largest eigenvalues. 

4.Given  each shape can be approximated as 

     (38) 

Where 

    (39) 

In step 3 of the PCA algorithm, q is determined so that the sum of the q largest eigenvalues is greater than 98% of the sum of all eigenvalues. 

In order to generate plausible shapes, we need to evaluate the distribution of b . To constrain b to plausible values, we can either apply hard conditions to each 

element bi or constrain b to be in a hyperellipsoid. The nonlinear version of this constraint is discussed in [Soz et al. 951. 

 

Model Fitting, The best pose and shape parameters to match a shape in the model coordinate frame, x , to a new shape in the image coordinate frame, y , can 

be found by minimizing the following error function 

    (40) 

where W is a diagonal matrix whose elements are weighting factors for each landmark point and M represents the geometric transformation of rotation 6 

,translation t , and scaling s. The weighting factors are set in relation to the displacement between the computed positions of the old and the new landmark 

points along the profile. If the displacement is large, then the corresponding weighting factor in the matrix is set low; if the displacement is small, then the 

weighting is set high. Given a single point, denoted by [ x ~ , y o ]th~e, g eometric transformation is defined as 

   (41) 

After the set of pose parameters, {thetha,t,s}, is obtained, the projection of y into the model coordinate frame is given as 

       (42) 

Finally, the model parameters are updated as 

    (43) 

As the result of the searching procedure along profiles, the optimal displacement of a landmark point is obtained. The combination of optimally updated 

landmark points generates a new shape in the image coordinate frame y . 

This new shape is now used to find the nearest shape using Equation above. After computing the best pose, denoted by M , this new shape is projected into @ 

phi ,which contains principal components of the given training set. This process updates the model parameter b . As a result, only similar variation corresponding 

to the principal components can affect the model parameters. After computing the model parameters, the new shape, denoted by x , can be generated by Eq. ( 

1 1,15), and this new shape is used for the following iterations as in Eq. above. After a suitable number of iterations, the final shape is obtained as X, 

 

Modeling a Local Structure,A statistical, deformable shape model can be built by assignment of landmark points, PCA, and model fitting steps. In order to 

interpret a given shape in the input image based on the shape model, we must find the set of parameters that best match the model to the image. Assuming 

that the shape model represents strong edges and boundaries of the object, a profile across each landmark point has an edge-like local structure. 

Let g j , j = 1,. . . . n , be the normalized derivative of a local profile of length K across the j t h landmark point, and g j and S j the corresponding mean and 

covariance, respectively. The nearest profile can be obtained by minimizing the following Mahalanobis distance between the sample and the mean of the model 

as 

  (44) 

where gj,m represents g j shifted by m samples along the normal direction of the corresponding boundary. In practice, we use a hierarchical ASM technique 

because it provides a wider range for the nearest profile search. 

Active shape models can be applied to the tracking of people. The shape of a human body has a unique combination of head, torso, and legs, which can be 

modeled with only a few parameters of the ASM. ASM-based video tracking can be performed in the following order: (1) shape variation modeling, ( 2 ) model 

fitting, and (3) local structure modeling, 

     (45) 

where M represents the geometric transformation of rotation B , translation t, and scale s. After the set of pose parameters, {O,t,s}, is obtained, the projection 

of y into the model coordinate frame is given as xp = M-'y . The model parameters are updated as           

.      (46) 

Hierarchical Approach for Multiresolution ASM,Video tracking systems inherently have variously shaped and sized input objects.which often results in a poor 

match of the initial model with an actual input shape.The hierarchical approach to multiresolution ASM is essential for video tracking systems to deal with such 

large deviation of initial fitting from the original shape. 

The idea of using pyramid models in image analysis was introduced by Tanimoto and Pavlidis [TanPav75] as a solution to edge detection. One important 

property of the pyramid model is that it is computationally efficient with comparable or better performance than with nonpyramidal approaches [Kro96]. 

Experiments with color stereo images have shown that matching is in general more accurate when using a hierarchical correspondence analysis instead of a 

nonhierarchical one. In addition, the computation time can be significantly reduced with a hierarchical approach [KosRod97]. 

Baumberg [Bau98] suggested a hierarchical implementation of snakes in intensity images. He discusses how a Kalman filter can be used with a snake model 

approach to improve shape-fitting robustness. He varies the number of landmark points in a coarse-to-fine sampling. The approach presented in this section 

differs from this in that (1) ASMs are used instead of snakes, (b) the same number of landmark points is used in every level of the image pyramid, and (3) a 

sequence of color image pyramids (one pyramid for every frame) instead of a sequence of intensity images is used for tracking. Furthermore, we will show that 
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our approach applying an image pyramid can significantly improve the shapefitting accuracy while Baumberg [Bau98] states that his hierarchical approach “does 

not appear to reduce the accuracy of image fitting” (p. 333). 

The proposed hierarchical algorithm employs a quad pyramid of color images. In the calculation of a quad pyramid, each level is determined by a reduction of 

the resolution by a factor of four from the nearest lower level. A level L image represents an image that has been reduced by a factor 21L from the original image 

(level 0). The color values of the pixel are determined by calculating the mean values in each color component. It is noted that a color distortion appears when 

calculating the mean values in the color component [Zhe et al. 931. This is, however, not important for our tracking algorithm, since in the upper levels of the 

pyramid only estimated values for the model fitting are determined. The final fitting values for the original color images are calculated at the lowest level (here, 

level 0). The example in Fig. 11.16 shows an image data pyramid with three resolutions (three levels, L = 3) of 320 x 240 pixels,160 x 120 pixels, and 80 x 60 

pixels. 

The proposed hierarchical algorithm first reduces the size of the input image by a factor of 22L, and performs model fitting on the reduced image, which we 

denote “level L image.” The result from the level L image is used as the initial model shape for the level L - 1 image, and this hierarchical process continues until 

the result of the level 0 image is obtained. 

In order to determine the optimal length of the local profiles and the corresponding number of hierarchies, denoted by K and L , respectively, different sets of 

these parameters are tested. Experimental results and discussions pertaining to the multiresolution ASM will be given in the next sections. 

In gray-level image processing, the objective functions for model fitting are determined along the normals for a representative point in the gray-value 

distribution. When selecting a vector-valued technique for extending ASMs to color image sequences, derivatives of vector fields can be incorporated into the 

objective functions for model fitting. However, the use of derivatives of vector fields in color image processing is based on classical Riemannian geometry, which 

makes it difficult to apply them to color spaces other than RGB. Our motivation for incorporating color information into ASM-based video tracking is to have the 

capability to distinguish between objects (or persons) of similar shape but with different colors. 

Here, we present a simpler way to deal with color information by applying a monochromatic-based technique to the objective functions for model fitting. This 

can be done by first computing objective hnctions separately for each component of the color vectors. Afterward, a "common" minimum has to be determined 

by analyzing the resulting minima that are computed for each single color component. 

One method for doing this consists of selecting the smallest minimum in the three color components as a candidate. The common minimum becomes 

   (47) 

where fA, f s , and fc are defined as in Eq. (1 1.2 1) for the three components in a tristimulus color space ABC (e.g., RGB). Consider the following example in the 

RGB space. We find the best fit (based on the minimization of Eq. (1 1.21)) for landmark point Y between frame i and frame i + 1 of the image sequence by a 

displacement (along the normal) of 4 pixels in the R-component, a displacement of 3 pixels in the G-component, and a displacement of 5 pixels in the B-

component.  

The new updated position of landmark point Y in frame i + 1 is its old position in frame i shifted by 3 pixels along the normal. However, if one of the three color 

components contains an outlier this outlier might be selected as a minimum. 

Another procedure consists of selecting the mean value of the absolute minima in all three color components. The mean value becomes 

 (48) 

where all parameters are previously defined. However, outliers in one color component also lead in this case to a wrong result. Furthermore, the mean value 

may represent a value that does not correspond to any of the results of the energy functions’ optimization. One way to overcome this problem is to use the 

median of the absolute minima in the three color components as a candidate. 

Thereby the influence of outliers in the minima of the objective functions is minimized. The median becomes 

 (49) 

However, further false values may arise during the alignment of the contours.Moreover, we will further address the question whether a contrast-adaptive 

optimization might improve the ASM performance. This approach is motivated by the observation that in general ASMs fit better to the object contour in 

highcontrast areas than in low-contrast areas. For every single landmark point we will select the color channel with the highest contrast and minimize the 

corresponding objective function. Based on the local contrast, we use, for example, the minimum of the objective function for the red channel for landmark 

point 1 and theminimum of the objective function for the blue channel for landmark point 2 to compute the fitting ASM. 

We studied the performance of the ASM when employing the color spaces RGB, YUV, and HSI. So far, the same procedure has been applied to all color spaces. In 

these experiments, the best results were obtained when using the median in the RGB space. In addition, we applied a hierarchical implementation using image 

pyramids to speed up the process and decrease the error [Kan et al. 021. 

 Hill et al.1994, suggested a genetic algorithm that determines the "best" form parameters from a randomly specified set of initial values. Here a manual 

definition of the form parameters is suitable since the initial form has only to be determined once for a class of similar-shaped objects. Our goal in this example 

is to track persons and to ignore other moving objects. Moreover, a maximum shift between two image frames is defined for an object to be tracked. This 

limitation is due to a reduction of the computing time and does not restrict the algorithm in general. The maximum shift parameter depends on the size of the 

object, the distance between the camera and the object. the velocity of the object, and the moving direction of the object. For example, for tracking a person in 

an airport we can predict the maximum size of a person, the maximum velocity of a walking or running person, and the minimum distance between the camera 

and a person. To limit the moving direction of a person, we can further assume that only a few persons might move toward a camera that is mounted on a wall. 

In this investigation the maximum shift is limited to 15 pixels for the hierarchical approach. 

 

OTHERS METHODS 
TEMPLATE MATCHING METHODS 

Dan Casas et.al.(2009) ,The matching error" between the patch and any given location inside the image where this is being searched can be computed using 

different methods. This section gives a brief description of each of them. 

In the following mathematical expressions, I denote the input image, T the template, and R the result. 

•  Square difference matching methods. These methods match the squared difference, which means that the perfect match would be 0 and bad 

matches would lead to large values. shows its mathematical expression. 

 

(50) 
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• Correlation matching methods. These methods multiplicatively match the template against the image, which means that a perfect match would be 

the largest. follwing Equation shows its mathematical expression. 

(51) 

• Correlation coefficient matching methods. These methods match a template relative to its mean against the image relative to its mean. The best 

match would be 1 and the worst one would be  -1. Value 0 means that there is no correlation. Its mathematical expressions are shown below. 

 

(52) 

 

 (53) 

            (54) 

• Normalized methods. It is also possible to normalize each of the three methods that have been just described. It is useful to normalize if there is 

interest in reducing the effect of lighting differences between the template and the image. In every case, the normalization coefficient  

 

  (55) 

 

ALGORITHM 

Step I-First frame to track 

Step II- Run Face detector 

Step III- If Face Found Then Go to Step IV  

else  

Read Next Frame and Go to Step II. 

Step IV-If More than one Face Then Select Bigger Face and Go to next step 

 else  

Go to step V. 

Step V-Face= Template Go to next step. 

Step VI-Set ROI around face region 

Step VII- Read Next Frame, Go to next step 

Step VIII-Run template matching algorithm inside ROI, Go to next step 

Step IX-Update template with best match, Go to next step 

Step X-Set up new ROI, Go to Step VII. 

Advantages and Disadvantages of the above algorithm-As it has already been said, this is a very simple tracker and this simplicity is its main strength. Moreover, 

it is important to say that it is scale, pose and rotation independent, and theoretically it will keep tracking the face even when this one is not in a frontal 

position.But not everything is perfect; it has a lot of weaknesses and drawbacks. The first one happens when an occlusion occurs and the face is not totally 

visible. This situation will corrupt the template to track, because it will contain the occlusion itself, and it is possible that in the following iterations the template 

matching algorithm would track the occlusion instead of a the face. This could be fixed reinitializing the template to track periodically, using the face detector 

algorithm.  

There is also a problem with the scale factor, because the tracker does not know how far or close the subject is with respect to the camera. The main 

consequence of this weakness is that the template size is always the same, even if the subject to track moved far away from the camera, which means that the 

face looks much smaller. 

Finally, this tracker does not give any information about the rotation, because it does not know anything about how the face moves rather than the translation 

motion. 

As it has been showed, this tracker is a very simple one and it is only useful when a face has to be tracked in a very simple scenario, and no information other 

than the translation wants to be detected.  

 

Affine face tracker based on the eye position-This tracker is firstly initialized by the face detector based on the Viola-Jones method and then uses the template 

matching algorithm to found out the translation, rotation and scale factors of a frontal face very precisely. The only way to do so is tracking independently two 

or more points from the face, and according to how one of these moves with respect to the others it is possible to compute the affine motion of the face. 

Affine transformations are used to move and transform images, or parts of them, along the two-dimensional spaces where they are represented.  

Before giving a more technical definition of what an affine transformation is, it is necessary to define two other concepts: vector space and linear 

transformation. A vector space is defined as a system consisting of a set of generalized vectors and a field of scalars, having the same rules for vector addition 

and scalar multiplication as physical vectors and scalars. These vectors have to satisfy certain properties such as associativity, commutativity, identity element, 

inverse element and distributivity, among others.A linear transformation is a function between two vector spaces that preserves the operations of vector 

addition and scalar multiplication. When a translation, which is moving every point a constant distance in a specified direction, is added to a linear 

transformation, it causes what is known as an affine transformation. Hence, as the following equation shows, an affine transformation between two vector 

spaces consists in a linear transformation followed by a translation. 

 
In a finite-dimensional space, an affine transformation is given by a matrix A and a vector b, and preserves the co-linearity relation between points and the ratio 

of distances along a line. 
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homogeneous coordinates,As it has been just mentioned, an affine transformation is composed by a linear transformation and a translation. To represent such 

operations, ordinary vector algebra says that using matrix multiplication is possible to represent linear transformations, and for the translations vector addition 

is used. To represent both operations in just one, homogeneous coordinates are used. This representation requires that a "1" is added at the end of all vectors, 

and all matrices are augmented with an extra row of zeros at the bottom, an extra column, which is the translation vector, to the right, and a "1" in the lower 

right corner. Being A a matrix, the result will look like 

(56) 

 

which is equivalent to 

 
As it has been shown, the use of homogeneous coordinates makes possible to combine any number of affine transformations into one by multiplying matrices. 

This fact makes affine transformation very attractive. Among other advantages, it speeds up a lot its computational time. 

shows a more specific example where a translation,  and , is added to a given point. 

 (57) 

which is equivalent to 

 

                          

In other words, each coordinate has been increased by its translation factor. Another example, now showing how to rotate  degrees is shown below. 

 (58) 

 

Finally, a more complex example that shows how to integrate rotation, translation and scale in one single affine transformation. 

(59) 

As in algorithm,As it has just been said, two or more points are required to detect the rotation and scale motion of any object in a video, and these points can 

be, for example, the eyes. If the initial position of the eyes is known, it is possible to compute the their initial slope, and if the eyes can be tracked, it will be 

always possible to compute their slope at any moment. Thus, the rotation of the face can be detected in any given frame. 

The same idea can be applied to the scale factor. If the absolute position of each of the eyes can be computed, then their distance is also known. Depending on if 

this distance gets higher or lower, it means that the face is getting closer of farther. where a face is initially close to the camera and the distance between the 

eyes is dn_1, and in the following frame the face moved away from the camera and the new eyes distance is dn. Using affine transformations, the scale factor 

needed to go from frame  to frame n would be: 

   (60) 

 

where, being p2(x; y) the center of the left eye and p1(x; y) the one of the right one, dn is defined as follows 

 

       
 

Once the scale, rotation and translation factors are known, it will be possible to apply the transformations that the face has been doing to the original square 

where the face was in the first frame. Hence, only detecting the first frontal face is enough to track the face, because this square will be modified using affine 

transformations along the time. 

 

ALGORITHM 

Step I     -  First frame to track, Go to next step. 

Step II   -  Detect Face, Go to next step. 

Step III - Detect Eyes area, Go to next step. 

Step IV - If inside face area then detect right eye and go to step next  

else   

read next frame and go to step II. 

Step IV - If inside eyes area then detect left eye and go to step next  

else   

read next frame and go to step II. 

Step V - If on the left of right eye then set up a ROI for each eye , read next frame ,  

Follows the following steps 

Template matching algorithm for each eye, compute translation factor using the new eyes location, compute rotation factor using the new eyes slope, compute  

scale factor using the new eyes slope, set up matrix A, Transform initial face rectangle using matrix A plot new face location and set up ROI for each eye  



 VOLUME NO. 1 (2011), ISSUE NO. 6 (AUGUST)  ISSN 2231-1009 

INTERNATIONAL JOURNAL OF RESEARCH IN COMPUTER APPLICATION & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 

www.ijrcm.org.in 

73

else  

read next frame and go to step II. 

Advantages and Disadvantages of the above algorithm-This tracker is, in general, much more accurate than the matching template based one, , basically because 

this one gives information about the scale and rotation of the tracked face, and this is a very important feature for applications related with, for example, human 

computer interaction. Another advantage of this tracker is the eye detector and the eye tracker implemented in it, because this can lead to applications where 

there is interest in, for example, checking if the subject is falling sleep, or tracking his/her gaze. 

But not everything is perfect; this tracker has also some important drawbacks. The most important one is its dependency on the good eye tracking by the 

template matching algorithm. If one of the eyes is not properly tracked, one of the points used to compute the slope and the rotation factors will not be correct, 

which will make the tracker to get lost. 

Another important drawback is its dependency on tracking frontal faces, because the whole algorithm is based on affine transformations, which means that the 

tracked object has to have always the same information. If at some point the face turns to one side, there is not any affine transformation to guess how the face 

has moved because the face has changed its appearance. As the computation of the 

 

Affine face tracker based on the optical Flow- All trackers showed so far were based on the template matching algorithm and, even though the previous tracker 

was able to detect the rotation and scale factors using the movements of the eyes, there are other more robust methods to detect the motion between two 

given frames. Computing the optical flow, method that was showed in the following, is another way to find the motion between two frames and, although it 

requires a more complex computation than the template matching algorithm, it gives a more robust and reliable performance. 

Optical flow based ,Tracking consists in figuring out how the things are moving, and generally without any prior knowledge about the content of any given 

frame. Hence, detecting the motion between two frames is one of the requirements to develop a tracker. It is possible to associate some sort of velocity with 

every pixel in an image or, in other words, some displacement that represents the distance that a pixel has moved between the previous frame and the current 

frame, and this is exactly what dense optical flow means. Although the theory looks fantastic, in practice to calculate the dense optical flow is not easy. For 

example, besides template matching, there are plenty of other ways of tracking objects in a video sequence. In many of them the interest will be in finding parts, 

or even single pixels, from the previous frame that are recognizable in the present frame. The key questions here are two: which parts are easier to track and 

how they can be detected. 

It is easy to realize that not all the points in a given frame are equally easy to track. For example, if a point on a large white wall is picked, it will be hard to track 

in the following frame because the whole wall looks the same. On the other hand, if the picked point is unique, as for example the edge of the wall could be, it 

might be not very hard to track in the following frame. 

Thinking in a more technical way in how this unique points can be detected can lead to conclude that looking for points that have a significant change, for 

example a strong derivative, is a good idea. Indeed, this is a good start but not the definite solution. Usually, a point with a strong derivative belongs to a sort of 

edge in the image. However, finding the points of the edges is not enough because these points look very similar to each other. It will be thus necessarily to find 

the most relevant points among them: the corners.One of the most common definitions of what a corner is was defined by Harris Chris Harris et.al.(1988). In his 

paper Harris said that a unique point in any given picture has to be invariant to translation, rotation, scale and lighting. For this reason, he defined three kinds of 

regions: at, edge and corner. A at region does not present any change in any direction, an edge region does not change along the edge direction, and finally a 

corner region shows significant changes in all the directions. In the figure, arrows are green if some change happens when the window is moved in this directions 

and red otherwise. 

In 1994, a few years after the Harris' publication Chris Harris et.al.(1988), Jianbo Shi and Carlo Tomasi Jianbo Shi et.al.(1994) found out a way to improve the 

method. Instead of using the Equation to compute the strength of a corner, they realized that it was enough comparing the small of the two eigenvalues λ1 and 

λ 2 with respect to a minimum threshold. The results using this new approach were not only sufficient but also much more accurate than the Harris one. 

As it has been discussed above, not all the pixels in an image are equally difficult to track. Hence, compute the dense optical flow, which means take into 

account every single pixel, is a hard task. A possible solution is to apply an interpolation to the pixels that are hard to track, using the information from the ones 

that can be well tracked. This solution leads to a higher computational cost though. 

The other solution is called sparse optical flow, and it relies in specifying the subset of points to be tracked before running the optical flow algorithm. This subset 

is composed by points that are good to track, such as the corners detected by the Harris or Shi and Tomasi methods. Even though it is not possible to work in 

real-time with dense optical flow because of its computational cost, in some context there is more interest in getting an excellent visual quality rather than a fast 

performance, for example in the movie  production. One of the most dense flow methods used nowadays was published by Black and Anadan  in 1993, but it is 

out of the focus of this project. 

Lucas-Kanade method,The Lucas-Kanade algorithm has become one of the most important sparse optical flow techniques, mainly because it can be easily 

applied to a subset of points in the input image.This method relies only on the local information that comes from the surrounding  area of each point of interest. 

The drawback of using such small windows is that in some situations large motions can move points outside of the local windows and they  thus become 

impossible to track. To _x this problem, the pyramidal Lucas-Kanadealgorithm was developed, which tracks starting from low level detailed images and working 

down to higher detailed ones. Image pyramids allow that large motions can be detected by local windows. 

The main idea of the Lucas-Kanad e algorithm is based on three assumptions: 

• Brightness constancy. A pixel of an object from a video sequence does not change its appearance from frame to frame. In other words, for gray-scale 

images it is assumed that the brightness of a pixel does not change, which means that it keeps its value along the time. 

Being I(x; t) the intensity of the pixel x at time t, the mathematical expression of this assumption is: 

(61) 

which means, as Equation  shows, that the tracked pixel intensity does not change over time. 

 
• Temporal persistence. Also known as small movements", it assumes that the image motion of a surface patch changes slowly. It is possible to view 

this change as approximating a derivative of the intensity with respect to time. To better understand this assumption, firstly a simple one-dimensional 

case will be shown. 

 

Using the brightness constancy assumption that has been just described, substituting the definition of brightness f(x; t) while taking into account the implicit 

dependence of x on t, x(x(t); t), and then applying the chain rule for partial differentiation showed in Equation (62), 

 

  (62) 

where z = f(x; y), it yields to the following expression: 
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where Ix is the spatial derivative across the first image, It is the derivative between images over time, and v is the velocity to be found. Hence, now it is possible 

to define a simple equation for the optical flow velocity for the one-dimensional case as follows: 

            (63) 

Now that the one-dimensional case has been discussed, it is time to move on to the two-dimensional one, because it is the one needed for representing images. 

Firstly another coordinate and its velocity,   

The new equation looks as follows 

 
where u and v are the x and y components of the velocity, respectively. The problem of the above Equation is that it has two unknowns for any given pixel. This 

problem is called aperture problem and it occurs as a consequence of the ambiguity of one-dimensional motion of a simple striped pattern viewed through an 

aperture In order to solve this problem, the last optical flow assumption is used. 

• Spatial coherence. It assumes that neighboring points that belong to the same surface have similar motion and project to nearby points on the image 

plane. In other words, if a local patch of pixels have the same motion, then it is possible to find the motion of the central pixel by using the 

surrounding ones. Taking this into account, now the above Equation can be solved.  

The above equation can also be written as 

 

Where  and  and if, for example, a 5-by-5 pixels window is used around a given pixel to compute its motion, it is possible to set up 

25 equations as follows. 

 

   (64) 

 

This is an over-determined system of equations, and it can be solved using the least-square method, which will compute an approximated solution. Hence, to 

solve the equation the following expression is used 

 
which in this case will look as follows: 

  (65) 

and which solution is: 

   (66) 

It is important to highlight that the above Equation has solution only when (ATA) is invertible, and this happens only when it has two large eigenvectors. Hence, 

it is important that the center of the tracking window is a corner, because, corners are the only regions of an image that fulfill such requirements.In other words, 

the subsets of pixels that are used to compute the optical flow are the ones found by the good features to track. 

In algorithm, main idea is to compute how the most important pixels from the present frame move to the following one. If this motion can be found, then the 

affine transformation that gives the relation between these two frames can be also found. As in the affine tracker based on the eyes position, once the affine 

matrix between 

any two given frames is known, it will be possible to bring the initial square where to face was, to the present location. In other words, the key idea is to run the 

face detector just in the initial frame, where the face is in a straight frontal position and can be easily detected, and bring the square around this initial location 

to wherever the face is in the present frame, in which maybe the face detector could not find the face due to, for example, its rotation. 

Before giving further details about how this tracker works, there are a few considerations that have to be taken into account. As there is only interest in tracking 

the face, this area is the only part of the whole frame that will be used to compute the optical flow. Otherwise, if something in the background is also moving, 

this motion would be also detected and used to compute the average flow. 

Advantages and Disadvantages of the above,This is a much more complicated technique, compared with the other trackers previously discussed. One of the 

more complex steps to do, which that requires a lot of computational effort, is warping the current frame back to almost the original position. This is done using 

an interpolation which takes too long in high resolution images. Furthermore, as this tracker works with affine transformations, it is also only able to track 

frontal faces. Regarding the good points of this tracker, the more important one is its ability to keep tracking a face even when small occlusions occur. Such 

situation can be handled because it is possible to compute the standard deviation of the length of all the vectors that draw the optical flow. If one of these 

vectors is too long with respect to all the others, it is possible to a form that its corresponding feature has not been properly tracked, which can be caused for 

example by an occlusion. Thus, if most of the good features can be correctly tracked, but some of them can not due to an occlusion, it will be still possible to 

track the face.Face tracker based on the mean face The performance of this tracker exceeds the one of the template matching based tracker, where the 

template used was just the last face found. That method had an important drawback: when an occlusion occurs the template to match gets corrupted with such 

occlusion, thus, in the following frame, if the occlusion is gone, the algorithm will not be able to match the object.  

A simple way to sort out this handicap is to compute the mean of the object to track, for example, in the last 100 frames. In other words, to learn how the object 

looks like most of the time. Then, when a occlusion occurs, perhaps the matching template algorithm will not found any good match using the mean face, but 

when such occlusion disappears the tracker will automatically recover because the mean of the last 100 frames will still look good. 

Algorithm,The initialization process is very similar to the one of the tracker, running the template matching algorithm until finding a face, and setting up a region 

of interest around it. A buffer of the last 100 faces found is created to compute a mean face in every iteration. Of course, during the first 100 frames the mean 
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face is computed only by the total faces detected so far. To check how good is the best match between the mean face and the present frame, the difference 

between them is computed and compared to a certain threshold. 

• If the difference is higher than the threshold. It means either that an occlusion is happening or that the face was not properly tracked and that best match 

does not thus correspond to any face. In this particular case, the region of interest around that best match is set up bigger than the normal one. 

• If the difference is lower than the threshold. It means that the face has been properly tracked and the best match corresponds to a face. The region of 

interest is set up around the new face location.  

 

ALGORITHM 

Step I- First Frame to track 

Step II-Run Face Detector  

Step III- If Face Found then go to step IV  

else  

Read next frame and go to step II. 

Step IV-If more than one face then select bigger face and go to next step V 

else 

go to step V. 

Step V-Face=template and set ROI around face region, Read next frame, Run template matching algorithm inside ROI (go to step VI) and Add found face to faces 

buffer. 

Step VI-if Face found too different than mean face then set ROI double than the current size and read next frame in step V 

else 

set up normal ROI and go to Step V for read next frame. 

: Algorithm of the template matching face tracker based on the mean face. 

Advantages and Disadvantages for the above algorithm,The main advantage of this tracker is its ability to automatically recover when it loses the face due to 

dramatic movements or occlusions. This makes the tracker a very reliable and robust system because, at some point, it will automatically find again the face. 

About the drawbacks, the more important one is the lack of information about the scale and rotation factors. 

 

Non-affine eye tracker, Since most of the trackers discussed so far are based in the use of affine transformation, they are not able to deal with pose changes. 

This tracker shows a very simple approach of how to deal with objects that disappear from the image in a certain frame, as the eyes do when the subject turns 

his face to one side. 

This algorithm is based on the template matching method, with which the eyes are going to be individually tracked frame by frame. Initially, the eyes can be 

either manually selected by clicking its center with the mouse pointer, or automatically detected using cascade classifiers trained to detect eyes, method that 

has been already discussed in the initialization part of the affine tracker based on the eyes position. Once the eyes have been initialized, the algorithm creates a 

patch for each of them. This patch will be used to track the eyes along the sequence, basically using the template matching method.The main innovation of this 

tracking method relies on how the algorithm detects that a tracked area, any of the eyes in this particular case, disappears from the view of the camera. In every 

single frame, when the template matching algorithm has found the best match for each of the patches, the new coordinates have to fulfill a list of requirements. 

If they do not pass them, it means that the new position that has been found is not correct and the corresponding eye is considered lost. This requirements list 

consists of a set of situations that can never happen in a human face. For instance, if the distance between the corners of the eye gets smaller and smaller, until 

it is less than 0.5 cm, it means that the subject is turning his face to one side and therefore, one eye is lost. Other requirements are related with the slope 

between the eyes, as it has to be the same for any given pair of eyes' corners.  

When any of the eyes gets lost, the tracker keeps looking for the last correct template found in both the last position where was detected and in its original 

position. If the eye is lost because the subject turned his face to one side, it is assumed that he will turn back to a frontal position again. When this happens, the 

tracker will detect again a good match between the last good eye patch found and the current eye appearance and the eye will be tracked again. 

 

FLOWCHART 

Step I-  First Frame to track, Go to next step 

Step II-  Detect Face and Go to next step. 

Step III- Detect Eye Areas, go to next step. 

Step IV- If inside face area then detect right eye corners (Go to step V) 

else  

read next frame and go to step II . 

Step V- if inside eye area then detect left eye corners (Go to step VI) 

 else  

Read next frames and go to step II. 

Step VI- if on the left of the right eye then set up a ROI for each eye corner , read next frames and template matching algorithm for each eye corner(Go to step 

next)  

else  

Read next frames and go to step II. 

Step VII -if is the best match in a possible location then Best match=new template and new location, plot best match and set up ROI for each eye corner 

 else 

 Keep the same location and template and set up ROI for each eye corner. 

Advantages and Disadvantages of this tracker is just a simple approach to show an easy way to keep tracking parts of the face that at some point get hidden 

along the sequence, but then show up again. As it does not work using affine transformations, it does not compute neither the scale or the rotation factors, but 

they can be easily implemented in future improvements. 

 

CONCLUSION 
Here we give the complete survey of 3D Face tracking methods. We conclude that three-dimensional Face tracking needs better algorithms. Here, better means 

more tolerant of real-world variety factors. At the same time, better Also means less computationally demanding. Three-dimensional Face tracking in general 

seems to require much more computational effort per match than does 2D face modeling. Face tracking is an important problem for a number of applications, 

like video surveillance, biometrics, video communications, etc. A number of methods have been described that work reasonably well under moderate changes of 

pose, lighting and scale. The main challenge that future research should address is robustness to changing environmental conditions, facial expressions, 

occlusions, clutter and resolution. 
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