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ABSTRACT 
Designing a multiprogramming operating system is still a major consideration for system designers. Multiprogramming operating systems support concurrent 

execution of tasks, sophisticated form of memory management and file management. These are the basic requirements for a multiprogramming operating 

system and impose additional penalties on the system. There always exists a trade-off between plenty of capabilities vs. system complexity. Therefore, these 

contradicting aspects must be carried out carefully. To reduce system complexity and additional overhead, an environment specific multiprogramming system 

can be designed. Another solution is to design a giant system incorporating almost all capabilities of multiprogramming leaving activation of specific capability on 

user’s choice at system startup time. In this paper all these aspects are deeply discussed in the light of POSIX (Portable Operating System Interface) standard 

1003.1 which defines the basic functions of UNIX operating system, its real-time extensions POSIX 1003.1b for prioritized scheduling, enhanced signals, IPC 

primitives, high-resolution timer, memory locking, synchronized I/O, asynchronized I/O, contiguous files and POSIX 1003.1c for creation of threads and 

management of their execution. This paper begins with the requirements for a generic multiprogramming operating system and latter concentrates on an 

environment specific multiprogramming operating system; Real-Time operating system. The processor scheduling, process communication and synchronization 

mechanisms, event notification and software interrupt and memory management for a real-time operating system are discussed. The functional requirements 

have been contraindicated.          

 

KEYWORDS 
Interrupt, POSIX, Real-Time System, Synchronization, Virtual Mapping. 

 

INTRODUCTION 
perating systems are essential components of computer system. It is well known that in lack on software, the computer hardware will have no use. Out 

of these software’s, the operating systems are the most important. If the computer hardware is to be made workable at least one operating system must 

be installed there. Operating system has greater control over the hardware and it works as an interface between hardware and user’s programs. There is 

a proven requirement of operating system as without it nothing will happen in computer system. Whenever a user performs a task in application software, the 

application software issues an appropriate system calls. In response of system calls, the operating system enters into the kernel mode to instruct the CPU to 

execute the instructions. For the user, operating system is private secretary, for processes it traffic controller, for resources it is resource manager. The primary 

objective of operating system is to increase productivity of processing resources. There is a wide range of tasks carried out by the operating system: - 

• Operating system provides an easy interface between users and physical computer. 

• It controls the execution of programs. 

• Operating system loads and schedules user’s programs along with necessary compilers when requested by the user. 

• Operating system controls the functioning of input and output devices. 

• Process scheduling 

• Management of physical memory. 

• Managing files  

 

MULTIPROGRAMMING 
Multiprogramming has become quite common now-a-days. As the enhancement in hardware, especially in processors, the resource utilization can not be 

optimized with a single task. Allocating more tasks to CPU lead to better utilization of resources and increased throughput. But multiprogramming has also 

imposed complexities on operating system. In early days of computing starting from sequential processing and batch processing, the operating systems were 

very simple. There was little or no processing overheads were associated with these systems. As the hardware upgraded rapidly, researchers moved their 

attention towards developing systems that can exploit the CPU and give better throughput.  

Buffering and spooling improve system performance by overlapping the input, output and computation of a single job, but both have their limitations. A single 

user can not keep the CPU or I/O devices busy at all times. Multiprogramming offers a more efficient approach to increase system performance. In order to 

increase resource utilization, systems supporting multiprogramming approach allow more than one job to utilize CPU time at any moment. More number of 

programs competing for system resources, better will be resource utilization. Many tasks simultaneously reside in physical memory as illustrated in figure 1. 

 

FIGURE: 1 ALLOCATION OF PHYSICAL MEMORY IN MULTIPROGRAMMING ENVIRONMENT 

 
In sequential execution, a single task is executed at a time till its completion. If the task requires some I/O operation to complete, the CPU sits idle during this 

time leading to poor throughput. In figure two tasks are completed in 10 units of time. Out of 10 units of time CPU works only for 6 units of time giving only 60% 

of CPU utilization. In multiprogramming as shown in figure, the operating picks one of the tasks and starts execution. During the execution process if task 1 need 

some I/O operation, the operating system simply switch over to the next task. If there is no task left in physical memory, the CPU will pass its control to the 

previous task. This helps in improved system performance and resource utilization. However, the turnaround delay for T1 and T2 is equal in both cases (5 units 

O 
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of time); the better throughput is achieved in multiprogramming. As multiprogramming supports concurrent execution of programs, the multiprogramming 

operating system must be capable to handle four activities: - 

• CPU scheduling 

• Physical memory management 

• Input / Output management 

• File management    

FIGURE: 2 SEQUENTIAL EXECUTION AND MULTIPROGRAMMING 

 Task 1        Task 2 

 

 

        T 1   T 1        T 1     T 2             T 2             T 2 

 

                 Idle            Idle                    Idle            Idle                        Time 

 

     
(a) Sequential execution 

 

 

        T 1             T 1                T 1 

 

            Time 

 

 

                  T 2               T 2              T 2 

 
(b) Execution in multiprogramming environment 

REAL-TIME OPERATING SYSTEMS 

Real-time systems are most suitable in the changing environment where large number of external events must be accepted and processed in certain deadline. 

The primary objective of real-time systems is minimizing event response time. Processor utilization and throughput are secondary concern. In dynamic 

environment thousands of interrupt may occur in a second. The real-time systems must be capable to process them in short time without missing a single 

interrupt. The timing constraint of a task in real-time system can be hard or soft depending on whether a rigorous validation of the timing constraint is required 

or not. The former is hard and the latter is soft. In practice, a hard real-time system invariably has many soft real-time jobs and vice-versa  

Figure shows the block diagram of a real-time system. Sensors acquired state of controlled process and operating environment and provide inputs for controller, 

the real-time computer. There is a fixed set of application tasks. The software for these tasks is preloaded into computer. If the computer has the shared main 

memory, then the entire software is loaded into that. If it consists of a set of private memories belonging to individual processors, the question arises as to 

which memories each task should be loaded into. The trigger generator represents the mechanism used to trigger individual task for execution. After execution 

the output is sent to display and actuators.  

 

FIGURE: 3 BLOCK DIAGRAM OF REAL-TIME SYSTEM 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
PROCESSOR SCHEDULING  

The scheduling of tasks to ensure that real-time deadline is met is the central to the objective of a real-time operating system. A may be periodic which runs at 

regular intervals or sporadic which invoked at irregular intervals. A scheduling may be offline or online. Offline scheduling involves scheduling in advance of the 

operation, with specifications of when the periodic tasks will be run and slots for the sporadic tasks in the event that they are invoked. In online scheduling, the 

tasks are scheduled as they arrive in the system. Static-priority algorithms (RM, for example) are used where priority of a task does not change within a mode. 

Controlled 

Process 
Sensors Task 
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Dynamic-priority algorithms (EDF, for example) assume that priority of a task can change with time. Scheduling may be preemptive if tasks can be suspended 

from execution due to arrival of higher priority task in the system or non-preemptive.   

A truly real time operating system must offer at least 32 priority levels which is the minimum number required to be real time operating system. Most real-time 

operating system offer 128 or 256 priority levels. In real-time systems, one process is charged for handling one event. These processes are mostly explicit, user-

defined processes. An interrupt causes the process to wakes-up on occurrence of the related event  The processes are given a priority which signifies the 

importance of event associated with it and process having higher priority preempts the CPU from lower priority process. So the process with highest priority is 

executed first. When priority levels of two threads are equal, FIFO or Round-Robin scheduling can be opted. To control the custom, priority based preemptive 

scheduling is used in most of the real-time system.  

A lower priority may be blocked by higher priority process. If this situation is intolerable, a technique called aging is applied. This enforces gradually increment of 

process priority when the process spends a certain amount of time in the system. This scheduling can be further refined into earliest-deadline first (EDF) 

scheduling in hard real-time systems which guarantees the execution of time-critical processes before expatriation of deadline. 

 

PROCESS COMMUNICATION AND SYNCHRONIZATION MECHANISMS 

In multiprogramming system, the concurrently executing processes must communicate and synchronize in order to cooperate to each other. Interprocess 

communication is based on the use of shared variables or message passing. Processes synchronize using mutexes, reader/writer locks, condition variables and 

semaphores. Processes that are working together often share some common storage that one can read and write. Each process has a segment of code called 

critical section that access shared memory. The key issue involving shared memory is to find way to prohibit more than one process from reading and writing the 

shared data at the same time. Some way of making sure that if one process is executing in its critical section, the other process will be excluded from doing the 

same thing. This requirement is called mutual exclusion. The Dutch mathematician Dekker is believed to be the first to solve the mutual exclusion problem. But 

his original algorithm works only for two processes. It can not solve all the problems of mutual exclusion. 

 

MODULE MUTEX 

 var P1busy, P2busy: boolean; 

 Process P1; 

  begin 

   while true do 

    begin 

     P1busy:=true; 

     while P2busy do {keeptesting}; 

      critical_section; 

      P1busy:=false; 

     rest_P1_processing; 

   end{while} 

 end; (P1) 

 Process P2; 

  begin 

   while true do 

    begin 

     P2busy:=true; 

     while P1busy do {keeptesting}; 

      critical_section; 

      P2busy:=false; 

     rest_P2_processing; 

   end{while} 

 end; (P2) 

{parent process} 

begin{mutex} 

 P1busy:=false; 

 P2busy:=false; 

 initiate P1, P2; 

end{mutex}  

ALGORITHM: 1 MUTUAL EXCLUSION 

A synchronization tool called semaphore is used solve mutual exclusion problem. A semaphore is a variable which accepts non negative integer values and 

except for initialization may be accessed and manipulated through two primitive operations – wait and signal and implemented as system calls or as built-in 

functions. The two primitives take only arguments as the semaphore variables, and defined as: 

wait(S) 

 While S <=0 do {keeptesting} S:=S-1; 

signal(S) 

 S:=S+1; 

Keeping critical section between these two primitive operations, mutual exclusion can be achieved. 

wait(S) 

{critical_section}; 

signal(S)   

Module sem_mutex 

var bsem: semaphore; {binary semaphore}; 

Process P1 

 begin 

  while true do 

   wait(bsem) 

   critical_section; 

   signal(bsem) 

   rest_P1_processing; 

  end (while} 

end; (P1) 
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Process P2 

 begin 

  while true do 

   wait(bsem) 

   critical_section; 

   signal(bsem) 

   rest_P2_processing; 

  end {while}; 

end; (P2) 

. 

. 

. 

Process n 

 begin 

  while true do 

   wait(bsem) 

   critical_section; 

   signal(bsem) 

   rest_Pn_processing; 

  end {while} 

end; (Pn) 

{parent process} 

 begin {sem_mutex} 

 bsem:=1 {free} 

 initiate P1, P2, …,  Pn 

end; {mutex} 

ALGORITHM 2: MUTUAL EXCLUSION WITH BINARY SEMAPHORE 

 

Modification to the integer value of the semaphore in the wait and signal operations are executed individually. Therefore any number of concurrently executing 

process can be mutually excluded from executing their critical section at the same time.  

 

EVENT NOTIFICATION AND SOFTWARE INTERRUPT 

Event notification, exception handling and software interrupts are the essential requirements of multiprogramming systems. Responsive mechanisms are 

needed to inform threads of the occurrence of timer events, the receipt of messages, and the completion of asynchronous I/O and so on. Real-time POSIX 

improves predictability in interprocess communication by providing the application with control over message passing. A real-time POSIX messages are 

prioritized just like threads and they can dequeued in priority order. Send and receive are nonblocking. Moreover, receive notification makes it unnecessary for a 

receiver to check for the arrival of a message to an empty queue. 

In multiprogramming system, interrupt handler and kernel use signals as a means to inform threads of the occurrence of exceptions or waited for events. Signals 

are primarily for event notification and software interrupt. POSIX provides only two application defined signals. POSIX signals are delivered in FIFO order, and are 

not queued, and can not pass data. A thread signals another thread to synchronize and communicate. A Real-Time POSIX compliant system provides at least 

eight application defined signals. The Real-Time POSIX extensions signals are characterize by: - 

• Eight signals are there in real-time POSIX extensions. These signals are numbered from SIGRTMIN to SIGRTMAX. 

• Real-Time POSIX extensions signals can be queued. 

• A queued real time signal can carry data. 

• Queued signals are prioritized. 

• POSIX real-time extensions provide a new and more responsive synchronous signal-wait function called sigwaitinfo. 

 

MEMORY MANAGEMENT 

Because main memory is much more expensive, per bit than disk memory, it is usually economical to provide most of the memory requirements of a computer 

system as disk memory. Disk memory is also ``permanent'' and not (very) susceptible to such things as power failure. Data, and executable programs, are 

brought into memory, or swapped as they are needed by the CPU in much the same way as instructions and data are brought into the cache. Most large systems 

today implement this ``memory management'' using a hardware memory controller in combination with the operating system software.  

In a computer system which supports virtual memory management, the computer appears to the programmer to have its address space limited only by the 

addressing range of the computer, not by the amount of memory which is physically connected to the computer as main memory. In fact, each process appears 

to have available the full memory resources of the system. Processes can occupy the same virtual memory but be mapped into completely different physical 

memory locations. Of course, the parts of a program and data which are actually being executed must lie in main memory and there must be some way in which 

the ``virtual address'' is translated into the actual physical address in which the instructions and data are placed in main memory. The process of translating, or 

mapping, a virtual address into a physical address is called virtual address translation.   

In real-time system most of the processes permanently reside in physical memory. Therefore memory management in real-time system is less demanding. There 

is little or no need to moving processes from physical memory to secondary storage. Swapping of processes is rarely done. This reduces considerable overhead 

of memory manger. But all multiprogramming capabilities must be considered if circumstances warrant so. A real-time system may support virtual memory 

mapping and paging or none of these. Real-time systems designed primarily for embedded real-time applications such as data acquisition, signal processing and 

monitoring may not support virtual memory mapping. 

Fragmentation of memory is a potential problem for a system that does not support virtual mapping. After allocation of variable size segments, large fraction of 

individual blocks may be unused. The available space may not contiguous or contiguous area in memory may not enough to meet the application’s buffer 

demand. These all cases lead to wastage of memory. Virtual address mapping impose additional penalty on the system in terms of address translation table 

which must be maintained. Address translation table further complicates DMA-controlled I/O. 

Given a physical memory of 1 MB where virtual and physical address is 20 bits long each. The page size is assumed to be 256 bytes. The physical memory will 

have maximum of (1 MB / 256 bytes) 12 frames (pages) of 256 bytes each. The corresponding virtual to physical mapping is given in figure.  
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FIGURE: 4 VIRTUAL TO PHYSICAL MAPPING 

 
A real-time operating system may support paging so that memory demanding application such as editors, debuggers needed during development can run 

together with target real-time applications. Such system must have some means to control paging otherwise the system goes to thrashing. Real-time POSIX 

compliant systems support shared memory in addition to file mapping. In such a system, a process can create a shared memory object that is accessible by other 

processes. Shared memory must be protected so that a process can not manipulate the address space of another process.  For this purpose, mlockall and mlock 

functions are provided in real-time extension of POSIX. The former is used to lock the entire memory; the latter is used to lock the specified range of address 

space of a process in memory. 

 

CONCLUSION   
To increase resource utilization and system throughput, an operating system must incorporate multiprogramming capabilities. But the fact is, adding all 

multiprogramming capabilities to a single operating system make it complex. Therefore environment specific multiprogramming operating systems are 

preferred. The most demanding features are highlighted and other things are compromised. Increasing throughput and minimizing response delay to achieve 

optimized performance is still a problem in most of the multiprogramming system.  

To schedule varying priorities of tasks, a combination of schedulers are used to meet the real-time deadline, to minimize response delay and to maintain system 

throughput. Processes in multiprogramming operating system must communicate and synchronize accordingly using semaphores, mutexes and condition 

variables. These synchronization tools have their own limitations. In hard real-time systems, too many interrupts generate frequently and no single interrupt can 

be missed. To control the custom, an effective scheduling is required. Virtual mapping must be supported by multiprogramming systems to increase the degree 

of multiprogramming. However, virtual mapping increases run-time overhead.  
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