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EFFECTIVENESS OF SOFTWARE METRICS IN FINDING THE FAULTY CLASSES 
 

POOJA 

M. TECH. STUDENT, UNIVERSITY SCHOOL OF I.T., GGS INDRAPRASTHA UNIVERSITY, DELHI 

ASST. PROFESSOR 

DRONACHARYA COLLEGE OF ENGINEERING 

KHENTAWAS 

 

ABSTRACT 
Low quality design leads to error-prone software that is difficult to understand, maintain and evolve. Thus, in order to improve its quality, software should be 

continuously inspected by examining the source code to identify potential flaws. Software metrics is a great tool in quality management of a complex software. 

This paper examines the effectiveness of software metrics in finding error-prone classes. The study is divided in two parts: - First part is the ‘Implementation Part’ 

which examined two different JAVA projects and study software metrics effectiveness in finding the error prone classes and analyze design of which project is 

better than the other. Second part is ‘Survey Part’ in which data was collected from various software firms and practical usage of software metrics in finding the 

faulty classes was studied.  

 

KEYWORDS 
Faulty Classes, Object Oriented Software Metrics, Software Metrics Effectiveness, Software Quality Management. 

 

1. INTRODUCTION 
.1 We are living in ‘Machine Age’.  Given any task today’s technology can build a machine to fulfill it and to run that machine we need complicated software. 

As in case of advance robotics, air traffic control, nuclear plants, banking operations etc etc. In order to develop and maintain these complex software we 

need to measure the level of complexity and then require to maintain it. The tool for measurement is known as software metrics. According to Fenton and 

Pfleeger (Fenton and Pfleeger, 1997) “Measurement is the process by which numbers or symbols are assigned to attributes of entities in the real world in such a 

way as to describe them according to clearly defined rules”. The IEEE defines software metrics as “the quantitative measure of the degree to which a system, 

component, or process possess a given attribute” (IEEE, 1990). This means, that a software metric is a clearly defined rule, that assigns values to entities, that are 

part of a software system, e.g., components, classes or methods. Metric is the unit of measurement of software attributes like size, cost, time required, 

complexity etc. A lot of time and resource are required for the development of large software systems. So accurate planning and proper allocation of resources 

is mandatory for different software activities. Software metrics are necessary to identity where the resource is needed. 

1.2 To release a zero defect product is the dream of every developer. In order to achieve defect less product, companies spend 50 to 80% of their software 

development effort on testing. Therefore reducing testing effort may increase productivity, reduce cost and optimize resources. Software design is the backbone 

of software development life cycle. Identification of faulty-modules in design phase reveals an effective and efficient test plan execution. Software metrics are 

the measurement tools to be used to assess software products or related process. Object Oriented Programming involves complex processes (encapsulation, 

inheritance, coupling and cohesion). A common observation in complex software is that they have errors. Software metrics quantitatively measures the software 

and predict where errors are likely to occur thence make the work of software tester more effective and efficient.   

1.3 In the succeeding section software metrics evolution, types, features and threshold value concept is defined to have a better understanding of ‘Effectiveness 

Of Software Metrics In Finding Error Prone Classes’.  

 

2. SOFTWARE METRICS OVERVIEW 

2.1 TYPES OF SOFTWARE METRICS 

The Software Metrics can be divided on the basis of what it measures Fenton and Pfleeger divided software metrics into four categories (Fenton and Pfleeger, 

1997):  

I) Process Metrics: - It measures attributes of development of process. It is used to improve software development and maintenance 

II) Product Metrics:  - Product metrics describe the characteristics of the product such as size, complexity, design features, performance, and quality level    

III) Resource Metrics: - Resources Metrics measures the resources, that were utilized as part of a process. Like people, hardware, or software needed for the 

processes  

IV) Project Metrics: - It measures overall productivity of project team like percentage of project completed in given time frame.  

2.2 SOFTWARE METRICS EVOLUTION CRITERION 

Several researchers have recommended properties that software metrics should possess to increase their usefulness.’ Weyuker’ has developed a formal list of 

desiderata for software metrics and has evaluated a number of existing software metrics using these properties. He has given nine properties that provide a 

language for software metrics development. These are Noncoarseness, Granularity, Nonuniqueness (Notion of Equivalence), Design Details are Important, 

Monotonicity, Nonequivalence of Interaction, Permutation, Renaming Property and Interaction Increases Complexity.  

The Metrics Evolution Criterion consists of following five models: - 

I) Unit Definition: - A unit is defined for all measures including ratio, scale, nominal, and ordinal. There are four types of the unit definition models - reference to 

a standard, reference to a wider theory, reference to conversion from another unit, and reference to a model involving several attributes. 

II) Instrumentation: - An instrumentation model determines the method to capture a measure. Instrumentation model is closely related to the unit definition 

model. The instrumentation model is used to take the measurements. There are two types of instrumentation models: the direct representational model and 

the indirect theory-based model. 

III) Attribute Relationship:- An attribute is composed of other attributes; the attribute relationship model defines the relationship among the attributes. There 

are two types of attribute relationship models: definition and predicative. 

IV) Measurement Protocol: - A measurement protocol model is concerned with how to measure an attribute consistently on a specific entity. Measurement 

protocol model determines the measurement method so that the measure of a specific attribute on a specific entity is consistent and repeatable. 

V) Entity Population: - The Entity population model sets the normal values of a metric.  

2.3 FEATURES OF A GOOD SOFTWARE METRICS 

A good software metrics must include theoretical base, empirical properties, must be practical (i.e. relevant to practitioners in organizations / institutes), must 

be evaluated, cost effective and robust (Robust means it must be relatively insensitive to (intuitively) insignificant changes in the process or product) 

 

3. THRESHOLD VALUE 
Thresholds are a simple method to separate values. The values that are greater than a threshold value are considered to be problematic, the values below are 

okay. Thus, by defining thresholds a simple analysis of measured values is possible. This mechanism can also be applied to software metrics. For example, by 

defining a threshold for a metric that measures the size of an entity, all metric values that are above the threshold mark the entity as too large. Thresholds for 

1111
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software metrics are often used in the context of fault-proneness. Thresholds can also be used to define other aspects as problematic, e.g., the maintainability 

or the understandability. For simplicity, we assume that thresholds are upper bounds.   

Let m a metric with threshold t that defines a lower bound, i.e., entities x are considered to be problematic if m(x) < t. This is equivalent to 1/m(x) > 1/t if m(x) 

and t are non-negative, as metrics and thresholds usually are. By defining a new metric m’(x) = 1/m(x) and a new threshold t’ =1/t a new metric with the 

opposite order is defined and with t’ a threshold is obtained that defines an upper bound. 

Depending on the organization, the programming language, the tools used, the qualification of the developers and other factors that are project dependent a 

different threshold value might be better. This is a problem, as each organization – and maybe even each project – has to define thresholds that are chosen 

depending on its environment.   

 

4. SOFTWARE METRICS AND ITS EFFECT 
In this section some metrics for classes are defined along with their effect in finding the error proneness.  

4.1 WEIGHTED METHODS PER CLASS (WMC)  

WMC is a measure for the complexity of a class. The complexity of a class is measured indirectly using the sum of the complexity of its methods. For a class C 

that defines the set of methods M WMC is computed as 

WMC(C) = ∑ complexity (m)  

       m€M  

The WMC metric is intended to measure the combined complexity of a class' local methods  

Effect of WMC in finding the faulty classes:  - 

1) The number of methods and the complexity of methods involved is a predictor of how much time and effort is required to develop and maintain the class. 

2) The larger the number of methods in a class the greater the potential impact on children, since children will inherit all the methods defined in the class. 

3) Classes with large numbers of methods are likely to be more application specific, limiting the possibility of reuse.  

Threshold value for WMC is 100  

4.2 CLASS METHOD COMPLEXITY (CMC) 

The CMC metric is the summation of the internal structural complexity of all local methods, regardless whether they are visible outside the class or not (e.g. all 

the public and private methods in C++). The CMC metric captures the complexity of information hiding in the methods of a class. This attribute is important for 

the creation of the class in an OO design because the complexity of the information hiding gives an indication of the amount of effort needed to design, 

implement, test, and maintain the class.  

Effect of CMC in finding the faulty classes:- 

1. The CMC metric is directly linked to the effort needed to design, implement, test, and maintain a class. The more complex a class' methods are, the more 

effort is needed to design, implement, test, and maintain the methods. 

2. The more complex a class' methods are, as measured by the internal complexity of the methods, the more effort is needed to comprehend the realization of 

information hiding in a class.  

4.3 NUMBER OF LOCAL METHODS (NLM) 

The NLM metric is the number of the local methods defined in a class which are accessible outside the class (e.g. public methods in C++). The total number of 

local methods that can be directly invoked from outside the class is the value of the NLM metric.  

Effect of NLM in finding the faulty classes:  - 

1. The NLM metric is directly linked to a programmer's comprehension effort when a class is reused in an OO design. The more local methods a class has, the 

more effort is required to comprehend the class' behavior. 

2. The larger the local interface of a class, the more effort is needed to design, implement, test, and maintain the class. 

3. The larger the local interface of a class, the more influence the class has on its descendent classes. 

The unit for the NLM metric is ``method''. 

4.4 COUPLING BETWEEN OBJECTS (CBO) 

Coupling describes the interdependence between modules. CBO relates to the notion that an object is coupled to another object if one of them acts on the 

other, i.e., methods of one use methods or instance variables of another. As stated earlier, since objects of the same class have the same properties, two classes 

are coupled when methods declared in one class use methods or instance variables defined by the other class. Coupling can be done through inheritance, 

abstract data type and message passing.  

Effect of CBO in finding the faulty classes:  - 

1) Excessive coupling between object classes is detrimental to modular design and prevents reuse. The more independent a class is, the easier it is to reuse it in 

another application. 

2) In order to improve modularity and promote encapsulation, inter-object class couples should be kept to a minimum. The larger the number of couples, the 

higher the sensitivity to changes in other parts of the design, and therefore maintenance is more difficult. 

3) A measure of coupling is useful to determine how complex the testing of various parts of a design is likely to be. The higher the inter-object class coupling, the 

more rigorous the testing needs to be.  

4.5 LACK OF COHESION METHOD (LCOM) 

The LCOM is a count of the number of method pairs whose similarity is 0 (i.e., σ () is a null set) minus the count of method pairs whose similarity is not zero. The 

larger the number of similar methods, the more cohesive the class. If none of the methods of a class display any instance behavior, i.e., do not use any instance 

variables, they have no similarity and the LCOM value for the class will be zero. The LCOM value provides a measure of the relative disparate nature of methods 

in the class. A smaller number of disjoint pairs (elements of set P) implies greater similarity of methods.  

Effect of LCOM in finding the faulty classes:  - 

1) Cohesiveness of methods within a class is desirable, since it promotes encapsulation. 

2) Lack of cohesion implies classes should probably be split into two or more subclasses. 

3) Any measure of disparateness of methods helps identify flaws in the design of classes. 

4) Low cohesion increases complexity, thereby increasing the likelihood of errors during the development process  

4.6 RESPONSE FOR A CLASS (RFC) 

This metric measures the size of the response set of a class. The response set consists of all methods that can be invoked by calling a method from the class.  

The response set for the class can be expressed as : - 

RS = {Mi} U all i {Ri} 

where    {Ri}= set of methods called by method i and 

              {M} = set of all methods in the class.  

Effect of RFC in finding the faulty classes:  - 

1) If a large number of methods can be invoked in response to a message, the testing and debugging of the class becomes more complicated since it requires a 

greater level of understanding required on the part of the tester. 

2) The larger the number of methods that can be invoked from a class, the greater the complexity of the class. 

3) A worst case value for possible responses will assist in appropriate allocation of testing time  

Threshold value for RFC is 100  
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4.7 DEPTH OF INHERITANCE TREE (DIT) 

Depth of inheritance of the class is the DIT metric for the class. In cases involving multiple inheritance, the DIT will be the maximum length from the node to the 

root of the tree.DIT is a measure of how many ancestor classes can potentially affect this class. By observing the DIT metric for classes in an application, a senior 

designer or manager can determine whether the design is “top heavy” (too many classes near the root) or “bottom heavy” (many classes are near the bottom of 

the hierarchy).  

Effect of DIT in finding the faulty classes:  - 

1) The deeper a class is in the hierarchy, the greater the number of methods it is likely to inherit, making it more complex to predict its behavior. 

2) Deeper trees constitute greater design complexity, since more methods and classes are involved. 

3) The deeper a particular class is in the hierarchy, the more methods and classes are involved. 

Greater the potential reuse of inherited methods. 

4) Designing a class is a relatively simple task, but the testing could become more complicated due to the high inheritance.  

Threshold value for DIT is 6  

4.8 NUMBER OF CHILDREN (NOC) 

NOC = number of immediate subclasses subordinated to a class in the class hierarchy.NOC relates to the notion of scope of properties. It is a measure of how 

many subclasses are going to inherit the methods of the parent class. 

Effect of NOC in finding the faulty classes:  - 

1) Greater the number of children, greater the reuse, since inheritance is a form of reuse. 

2) Greater the number of children, the greater the likelihood of improper abstraction of the parent class. If a class has a large number of children, it may be a 

case of misuse of subclassing. 

3) The number of children gives an idea of the potential influence a class has on the design. If a class has a large number of children, it may require more testing 

of the methods in that class. 

Threshold value for NOC is 6  

4.9 NUMBER OF ATTRIBUTES (NOA) 

The Number Of Attributes metric is used to count the average number of attributes for a class in the model. Hence it is used to measure size of class. Attributes 

are the data members / variables / fields which stand for stored information.  

Effect of NOA in finding the faulty classes:- 

1) NOA measures class size. Hence larger the number of Attributes in a class the larger the no. of methods used thence the testing and debugging of the class 

becomes more complicated since it requires a greater level of understanding required on the part of the tester. So, the greater the complexity of the class. 

2) It is desirable that classes communicate with as few others as possible and even then, that they exchange as little information as possible”. So, larger the NOA 

value the more is complexity during coupling and inheritance .Hence it limits understandability and maintainability.  

3) Attributes with Conflicting Names” i.e. In some cases overriding of attributes exists (  If a subclass defines an attribute with the same name as a visible 

attribute of a its superclass).In such cases complexity of class increases. So, NOA should be kept low. A class with too many attributes may cause coincidental 

cohesion.  

Threshold value for NOA is 20  

 

5. IMPLEMENTATION WORK 
In Object Oriented Programming inheritance among classes and the size of class are the main criterion to determine the complexity of a class. This section 

focuses on two metrics and their effect in finding the Faulty Classes i.e. Number Of Attributes (NOA) and Depth Of Inheritance Tree (DIT).  

Two different JAVA projects (which in this paper will be referred as ‘Project A’ and ‘Project B’) were examined and analyzed through JAVA Codes for DIT and NOA 

metrics (i.e. DITFinder.java and NOAFinder.java respectively) .The analytical evaluation is as follow : - 

5.1 DATA COLLECTION AND INTERPRETATION FOR DEPTH OF INHERITANCE TREE (DIT) 

The Java Code DitFinder was executed on both Projects and the observations are as follow: - 

 

TABLE 1: OUTPUT OF Ditfinder.java FOR PROJECT A 

DIT No. Of Classes 

1 41 

2 14 

3 6 

4 3 

5 29 

6 25 

Total 118 

  

FIGURE 1: HISTOGRAM OF DIT METRICS FOR PROJECT A 

 

 

 

 

 

 

 

 

 

 

 

TABLE 2: OUTPUT OF Ditfinder.java FOR PROJECT B 

DIT No. Of Classes 

1 42 

2 11 

3 9 

4 5 

5 1 

Total 68 
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FIGURE 2: HISTOGRAM OF DIT METRICS FOR PROJECT B 

 

 

 

 

 

 

 

 

 

 

 

 

As concluded from Table 1 and Table 2 the maximum value for DIT for ‘Project A’ is 6 and for ‘Project B’ is 5, respectively. Hence both are within threshold. So 

there exist no error-prone classes.    

5.2 DATA COLLECTION AND INTERPRETATION FOR NUMBER OF ATTRIBUTES (NOA) 

The Java Code NOAFinder was executed on both Projects and the observations are as follow: - 

 

TABLE 3: OUTPUT OF Noafinder.java FOR PROJECT A 

NOA No Of Classes  NOA No Of Classes 

0 29  17 1 

1 12  18 2 

2 16  19 1 

3 10  20 2 

4 1  22 3 

5 1  23 1 

6 3  25 1 

7 5  38 1 

8 3  55 1 

9 4  57 1 

10 1  60 1 

11 6  63 1 

13 1  64 1 

14 3  69 1 

15 2  83 1 

16 2  Total 118 

 

FIGURE 3: HISTOGRAM OF NOA METRICS FOR PROJECT A 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE 4: OUTPUT OF Noafinder.java FOR PROJECT B 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

 

NOA No.Of Classes 

0 15 

1 7 

2 10 

3 10 

4 6 

5 5 

6 7 

7 2 

8 1 

9 1 

11 1 

12 1 

13 1 

14 1 

Total 68 
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FIGURE 4: HISTOGRAM OF NOA METRICS FOR PROJECT B 

 

 

 

 

 

 

 

 

 

 

 

 

 

As observed in Table 3 ‘Project A’ 13 classes are having NOA greater than 20 i.e. greater than threshold value. So, these are error prone classes and hence must 

be redesigned.  

For ‘Project B’ as it can be observed from Table 4 NOAmax=14 i.e. below threshold. So, no alteration in code is required. Hence no faulty class found.  

Comparing Figure 3 and Figure 4 it can be concluded that design of ‘Project B’ is better than ‘Project A’ and ‘Project A’ can be re-designed to remove the error 

prone classes .  

Hence using NOAFinder.JAVA and DITFinder.JAVA (NOA and DIT metrics) 13 Faulty Classes were found and it was observed that design of ‘Project B’ is better 

than ‘Project A’.  

 

6. INDUSTRIAL SURVEY  
To observe the practical application of software metrics in finding the faulty classes a questionnaire was prepared and data was collected from 45 software 

developers from 3 firms (15 each firm) i.e. a) Tata Consultancy Services, Gurgaon , b) IBM Gurgaon , c) HCL Noida. Through questionnaire data was collected 

about the type of metrics used in the organization, major advantage of using metrics, its effectiveness in resource planning, budgeting, scheduling, process 

improvement, staff performance and finding the faulty classes .After analyzing data it was observed that all three firms rely on Software Metrics for its software 

development and its a very cost effective tool to measure the productivity of project team. 42 out of 45 developers (93.33 %) Strongly Agree/Agree that 

software metrics is an effective tool in finding the faulty classes. 1 Developer is neutral on its Effectiveness and only 2 Developers disagree/strongly disagree on 

its effectiveness in finding fault prone classes. Software metrics is used in almost every software firm to develop fault prone software.  

 

CONCLUSION 
It was investigated that whether the object oriented metrics could predict the fault prone probability in the classes and through implementation (13 faulty 

classes were found using software metrics) and industrial survey (42 out of 45 i.e. 93.33% developers agree that software metrics is a great tool in finding the 

error prone classes) it was observed that-software metrics is an effective tool in finding the faulty classes. Hence in present World where our daily life relies on 

complex software like banking, air traffic controls etc where flaws or defects costs a lot , software metrics is a great tool to control quality of large complex 

program and must be applied to each and every complex software for fault prone ,easily maintainable and cost effective development. 
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