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ABSTRACT 
Data mining is the process of discovering useful knowledge in the form of patterns from the data. Association rule mining is an important knowledge discovery 

technique in the field of data mining. It involves finding interesting associations between the sets of objects in a transactional database. A rare association rule is 

an association rule with items having low support. In many real-world applications, rare association rules can provide useful information to the users.  Rare 

association rules are those that only appear infrequently even though they are highly associated with very specific data. In consequence, these rules can be very 

appropriate for using with educational datasets since they are usually imbalanced. In this paper, we provide the basic concepts about rare association rule mining 

and survey the list of existing rare association rule mining techniques. 

 

KEYWORDS 
data mining, knowledge discover, association rule, rare association rule. 

 

INTRODUCTION 
ata mining (also known as Knowledge Discovery in Databases) has been defined as “the nontrivial extraction of implicit, previously unknown, and 

potentially useful information from data”. Data mining uses machine learning, statistical and visualization techniques to discover and represent the 

knowledge in a form which is easily comprehensible to humans. Currently, data mining is being used in a wide range of industry applications, such as 

marketing, surveillance, fraud detection, and scientific discovery. The process of data mining mainly involves extraction of association rules, finding clusters, and 

assigning categories to data (classification). Currently, the active work in data mining has focused on discovering knowledge patterns from data streams time-

series data, probabilistic databases and high-dimensional data .In addition, extraction of rare knowledge patterns (i.e., patterns involving rarely occurring 

entities) from different datasets is also an active research area in data mining .The main goal of association rule mining is to discover relationships among sets of 

items in a transactional database. Association rules aims to extract interesting correlations, frequent patterns, associations or casual structures among sets of 

items in transaction databases or other data repositories.  Association  rules  are  if/then statements  that  help  uncover  relationships  between  seemingly  

unrelated  data  in  a  relational database  or other information repository. An example of an association rule would be "If a customer buys a dozen eggs, he is 

80% likely to also purchase milk.” An association rule has two parts, an antecedent (if) and a consequent (then). An antecedent is an item found in the data. A 

consequent is an item that is found in combination with the antecedent. Association rules are created  by  analyzing  data  for  frequent  if/then  patterns  and  

using  the  criteria  support  and confidence  to  identify  the  most  important  relationships.  Support is an indication of how frequently the items appear in the 

database. Confidence indicates the number of times the if/then statements have been found to be true. In data mining, association rules are useful for analyzing 

and predicting customer behavior. They play an important part in shopping basket data analysis, product clustering, and catalog design and store layout. 

Programmers use association rules to build programs capable of machine learning.  Machine learning is a type of artificial intelligence (AI)  that  seeks  to  build  

programs  with  the  ability  to  become  more  efficient  without  being explicitly programmed. A rare association rule is an association rule with items having low 

support. In many real-world applications, rare association rules can provide useful information to the users. Rare association rule mining has been hardly applied 

to educational data, despite the fact that infrequent associations can be of great interest since they are related to rare but crucial cases. For instance,   they  

might   allow  the  instructor  to   verify  a  set   of  rules  concerning  certain infrequent/abnormal learning problems that should be taken into account when 

dealing with students  with  special  needs.  Thus,  this  information  could  help  the  instructor  to  discover  a minority  of  students  who  may  need  specific  

support  with  their  learning  process.  From the perspective of knowledge discovery, the greatest reason for applying RARM in the field of education is the 

imbalanced nature of data in education, as in other real-world tasks, i.e., some classes have many more instances than others. Furthermore, in applications like 

education, the minor parts of an attribute can be more interesting than the major parts; for example, students who fail or drop out are usually less frequent than 

those students who fare well. In the field of association rule mining, the rare item problem is essentially considered to be a data imbalance problem which may, 

on either side of the association rule, give rise to severe problems. The problem of imbalance has only been dealt with in one educational data mining study. 

However, in this work, data was firstly modified/preprocessed to solve the problem of  imbalance and then several  different  classification  algorithms  were  

applied  instead  of  specific  association  rule algorithms. 

 

CLASSIFICATION OF RARE ASSOCIATION 
The rare associations are classified into two types. 

1. Interesting rare association 

2. Uninteresting rare association 

 

INTERESTING RARE ASSOCIATION  
An association is said to be interesting rare association if it has low support but the items contained in it are highly correlated or the confidence of the 

association is high.  
 

UNINTERESTING RARE ASSOCIATION  
An association is said to be uninteresting rare association if it has low support and low confidence. Usually the association rule mining algorithm consists of two 

steps: Finding the frequent Item sets and extracting the interesting association rules. This paper makes a combined effort to extract the interesting rare 

association rules and interesting frequent association rules in a single step. 

D
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REVIEW OF LITERATURE 
Rare Association Rule Mining Detecting sporadic association rules, rules with low support but high confidence efficiently are a difficult data mining problem. To 

find these rules in traditional approaches, such as the Apriori algorithm, minimum support (minsup) has to be set very low, which results in a large amount of 

redundant rules. As a specific example of the problem, consider the association mining problem where we want to determine if there is an association between 

buying a food processor and buying a cooking pan (Liu et al. 1999).The problem is that both items are rarely purchased in a supermarket. Thus, even if the two 

items are almost always purchased together when either one is purchased, this association may not be found. Modifying the minsup threshold to take into 

account the importance of the items is one way to ensure that rare items remain in consideration. To find this association minsup must be set low. However 

setting this threshold low would cause a combinatorial explosion in the number of item sets generated. Frequently occurring items will be associated with one 

another in an enormous number of ways simply because the items are so common that they cannot help but appear together. This is known as the rare item 

problem. It means that using the Apriori algorithm, we are unlikely to generate rules that may indicate rare events of potentially dramatic Consequence. Some 

individual items can have such low support that they cannot contribute to rules generated by Apriori, even though they may participate in rules that have very 

high confidence. They overcome this problem with a technique called MSApriori whereby each item in the database can have a minimum item support (MIS) 

given byte user. By providing a different MIS for different items, a higher minimum support is tolerated for rules that involve frequent items and a lower 

minimum support for rules that involve less frequent items. Yun et al. (2003) proposed the RSAA algorithm to generate rules in which significant rare item sets 

take part, without any ”magic numbers” specified by the user. This technique uses relative support: RSup is used in place of support. Thus, this algorithm 

decreases the support threshold for items that have low frequency and increases the support threshold for items that have high frequency. Koh et al. (2008) 

proposed an approach to find rare rules with candidate item sets that fall below a maxsup (maximum support) level but above a minimum absolute support 

value. They  introduced  an  algorithm  called  Apriori-Inverse  to  find  sporadic  rules  efficiently:  for example, a rare  association of two common symptoms 

indicating a rare disease. They later proposed another approach called MIISR. In their approach, the consequent of these rules is an item below maxsup 

threshold and the antecedent has support below maxsup but may consist of individual items above   maxsup. In both approaches they use minimum absolute 

support (minabssup) threshold value derived from an inverted Fisher’s exact test to prune out noise. At the low levels of co-occurrences of candidate item sets 

that need to be evaluated to generate rare rules. The Fisher test provided a statistically rigorous method of evaluating significance of co-occurrences and was 

thus an integral part of their approach. Like Apriori and MSA priori, RSAA is exhaustive in its generation of rules, so it spends time looking for rules which are not 

sporadic (i.e. rules with high support and high confidence). If the minimum- allowable relative support value is set close to zero, RSAA takes a similar amount of 

time to that taken by Apriori generate low-support rules in amongst the high support rules. 

 

MOTIVATION 
After discovering frequent patterns, approaches based on“multiple minsups framework” use mincon f-based rule discovery technique proposed in [1] for mining 

association rules containing both frequent and rare items. However, mincon f constraint may not disclose truly interesting association rules [9, 10]. 

Example: Consider the following market-basketdata T from the grocery store, focusing on the purchase of tea and co f f ee. Let f(tea;co f f ee) = 20,f(tea) = 25, 

f(co f f ee) = 90 and |T| = 100. Using this data, we evaluate the association rule {tea} ⇒ {co f f ee} to have support=20% and confidence=80%. In other words, it 

can be said that out of all the people who drink tea, 80% of them drink coffee. However, 90% of all the people drink coffee regardless of the fact that they drink 

tea or not. Thus, the knowledge that one drinks tea decreases the chances of a customer drinking coffee from 90% to 80%. Thus the rule, {tea} ⇒ {co f f ee} is 

slightly misleading. As a result various interestingness measures, such as lift, correlation and all-confidence have been proposed for discovering useful 

association rules. Each measure has its own selection bias that justifies the rationale for preferring a set of association rules over another. As a result, selecting a 

right interestingness measure for mining association rules is a tricky problem. To confront this problem, a framework has been suggested in [11] for selecting a 

right measure. Inthis framework, authors have discussed various properties of a measure and suggested to choose a measure depending on the properties 

interesting to the user. In this paper, we make an effort to identify a set of properties that a user should consider for mining rare association rules.  

 

CONCLUSION 
Association rules containing rare items can provide useful knowledge to the user(s). Efforts are being made in the literature to mine frequent patterns containing 

both frequent and rare items. However, selecting a measure to generate rare association rules from the set of frequent patterns is an issue. This study presented 

an approach for finding both frequent and rare item set mining based on the Apriori framework. It uses automated item wise support thresholds for mining. This 

leaves  the  user  free  from  finding  an  appropriate  threshold  for  each  dataset  to  run.  These thresholds are automatically calculated and used by the 

algorithm. 
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