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Document Clustering Based on Correlation Preserving Indexing is a new spectral clustering method, which is performed in the c

space. In this framework, latent semantic indexing is an indexing and retrieval method that uses a ma

(SVD) to identify patterns in the relationships between the terms and concepts contained in an unstructured collection of tex

low-dimensional semantic space that can be solved by generalized eigenvalve problem. Consequently, the proposed CPI method can effectively discover the 

intrinsic structures embedded in high-dimensional document space. 
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1 INTRODUCTION 
ocument clustering aims to automatically group related documents into clusters. The k

distance, 

 

 

 
 

Where n is the number of dimensions (attributes) and p

sum of the squared euclidean distance between the data points and their corresponding cluster centres. Since the document spa

dimensionality, it is preferable to find a low-dimensional representation of the documents to reduce computation complexity.

Low computation cost is achieved in spectral clustering methods, in which the documents are first projected into a low

traditional clustering algorithm is applied to finding document clusters. An effective document clustering method must be able to find a l

representation of the documents that can best preserve the similarities between the data points. Locality preserving

clustering method based on graph partitioning theory. 

In this paper, we propose a new document clustering method based on correlation preserving indexing (CPI), which explicitly c

embedded in the similarities between the documents. It aims to find an optimal semantic subspace by simultaneously maximizing

documents in the local patches and minimizing the correlations between the documents outsid

1.1 SPECTRAL CLUSTERING 

A special case of graph-based clustering, that has enjoyed much recent interest, constructs a bipartite graph of the rows and columns of the input da

underlying assumption behind co clustering is that words which occur together are associated with s

documents that are important, but also groups of similar words. 

Cuts in this bipartite graph produce co clusters of words (rows) and documents (columns). It has been shown that optimizing t

to computing the singular value decomposition of the original matrix.

1.2 VECTOR SPACE MODEL 

The vector model was originally developed for automatic indexing. Under the vector model, a collection of 

an mxn term-document matrix where each document is a vector of m dimensions. Several terms weighing schemes have been used, including bin

frequency and simple term frequency (how many times the words occur in the document). The document

frequency of the terms in the document multiplied by the inverse of their frequency in the entire collection (tf x idf). The 

frequently in a document but rarely in the entire collection are of highly discriminative power. Under all these schemes, it is typical to normalize document 

vectors to unit length. 

Two important properties should be stressed. First, in a collection of heterogeneous, the number of unique terms will be q

vectors of high dimensionality.  

 

2 DOCUMENT CLUSTERING BASED ON CORRELATION PRESERVING INDEXING 
Correlation as a similarity measure is suitable for capturing the manifold structure embedded in the high

correlation between two vectors (column vectors) u and v is defined as 

 
Correlation corresponds to an angle ϴ such that cos ϴ = Corr(u,v)
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ABSTRACT 
Document Clustering Based on Correlation Preserving Indexing is a new spectral clustering method, which is performed in the c

space. In this framework, latent semantic indexing is an indexing and retrieval method that uses a mathematical technique called singular value decomposition 

(SVD) to identify patterns in the relationships between the terms and concepts contained in an unstructured collection of tex

can be solved by generalized eigenvalve problem. Consequently, the proposed CPI method can effectively discover the 

dimensional document space.  

Document clustering, correlation measure, correlation latent semantic indexing, dimensionality reduction, singular value decomposition.

ocument clustering aims to automatically group related documents into clusters. The k-means method is one of the methods that use the euclidean 

Where n is the number of dimensions (attributes) and pk and qk are, respectively, the k
th

 attributes (components) or data objects p and q.  Which minimizes the 

sum of the squared euclidean distance between the data points and their corresponding cluster centres. Since the document spa

dimensional representation of the documents to reduce computation complexity.

Low computation cost is achieved in spectral clustering methods, in which the documents are first projected into a low-dimensional semantic space and then a 

lustering algorithm is applied to finding document clusters. An effective document clustering method must be able to find a l

representation of the documents that can best preserve the similarities between the data points. Locality preserving indexing (LPI) method is a different spectral 

 

In this paper, we propose a new document clustering method based on correlation preserving indexing (CPI), which explicitly c

embedded in the similarities between the documents. It aims to find an optimal semantic subspace by simultaneously maximizing

documents in the local patches and minimizing the correlations between the documents outside these patches. 

based clustering, that has enjoyed much recent interest, constructs a bipartite graph of the rows and columns of the input da

underlying assumption behind co clustering is that words which occur together are associated with similar concepts, and so it not just groups of similar 

documents that are important, but also groups of similar words.  

Cuts in this bipartite graph produce co clusters of words (rows) and documents (columns). It has been shown that optimizing t

to computing the singular value decomposition of the original matrix. 

The vector model was originally developed for automatic indexing. Under the vector model, a collection of n documents with 

document matrix where each document is a vector of m dimensions. Several terms weighing schemes have been used, including bin

frequency and simple term frequency (how many times the words occur in the document). The document vectors are composed of weights reacting the 

frequency of the terms in the document multiplied by the inverse of their frequency in the entire collection (tf x idf). The 

e collection are of highly discriminative power. Under all these schemes, it is typical to normalize document 

Two important properties should be stressed. First, in a collection of heterogeneous, the number of unique terms will be q

2 DOCUMENT CLUSTERING BASED ON CORRELATION PRESERVING INDEXING  
Correlation as a similarity measure is suitable for capturing the manifold structure embedded in the high-dimensional doc

correlation between two vectors (column vectors) u and v is defined as  

ϴ = Corr(u,v), the stronger the association between the two vectors u 

−0.8, 1.2, 4.2) and y = (−0.028, −0.018, −0.008, 0.012, 0.042), from which 

 

ISSN 2231-1009 

PUTER APPLICATION & MANAGEMENT 
Included in the International Serial Directories 

138

IN SIMILARITY MEASURE 

Document Clustering Based on Correlation Preserving Indexing is a new spectral clustering method, which is performed in the correlation similarity measure 

thematical technique called singular value decomposition 

(SVD) to identify patterns in the relationships between the terms and concepts contained in an unstructured collection of text. The documents are projected into a 

can be solved by generalized eigenvalve problem. Consequently, the proposed CPI method can effectively discover the 

semantic indexing, dimensionality reduction, singular value decomposition. 

means method is one of the methods that use the euclidean 

attributes (components) or data objects p and q.  Which minimizes the 

sum of the squared euclidean distance between the data points and their corresponding cluster centres. Since the document space is always of high 

dimensional representation of the documents to reduce computation complexity. 

dimensional semantic space and then a 

lustering algorithm is applied to finding document clusters. An effective document clustering method must be able to find a low-dimensional 

indexing (LPI) method is a different spectral 

In this paper, we propose a new document clustering method based on correlation preserving indexing (CPI), which explicitly considers the manifold structure 

embedded in the similarities between the documents. It aims to find an optimal semantic subspace by simultaneously maximizing the correlations between the 

based clustering, that has enjoyed much recent interest, constructs a bipartite graph of the rows and columns of the input data. The 

imilar concepts, and so it not just groups of similar 

Cuts in this bipartite graph produce co clusters of words (rows) and documents (columns). It has been shown that optimizing these cuts is an equivalent problem 

documents with m unique terms is represented as 

document matrix where each document is a vector of m dimensions. Several terms weighing schemes have been used, including binary term 

vectors are composed of weights reacting the 

frequency of the terms in the document multiplied by the inverse of their frequency in the entire collection (tf x idf). The assumption is that words which occur 

e collection are of highly discriminative power. Under all these schemes, it is typical to normalize document 

Two important properties should be stressed. First, in a collection of heterogeneous, the number of unique terms will be quite large. This results in document 

dimensional document space. Mathematically, the 

u and v.  
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COSINE MEASURE DIAGRAM 

2.1 CLASSIFICATION OF DOCUMENTS INTO CLUSTERS 

A1. If two documents are close to each other in the original document space, then they tend to be 

A2. If two documents are far away from each other in the original document space, they tend to be grouped into different clus

Based on these assumptions, we can propose a spectral clustering in the correlation similarity

2.2 EXTERNAL EVALUATION OF CLUSTER QUALITY 

Typical objective functions in clustering formalize the goal of attaining high intra

similarity (documents from different clusters are dissimilar).

� Simple measure: purity, the ratio between the dominant class in the cluster 

 

 

 

 

� Biased because having n clusters maximizes purity

Others are entropy of classes in clusters (or mutual information between classes and clusters)

CLUSTER PURITY 

Cluster I Purity = 1/6(max(5,1,0))=5/6 

Cluster II Purity = 1/6(max(1,4,1))=4/6 

Cluster III Purity = 1/5(max(2,0,3))=3/5 

The Rand index penalizes both false positive and false negative decisions during clustering. The F

two types of errors.We can use the F measures to penalize false neg

 
Where, TP as True Positive, FP as False Positive, TN as True Negative and FN as false negative.

2.3 CLUSTERING ALGORITHM BASED ON CPI 

The algorithm for document clustering based on CPI can be summarized as follows:

1. Construct the local neighbour patch, and compute the matrices MS and MT .

2. Project the document vectors into the singular value decomposition SVD subspace by throwing away the zero singular values.

term space to the topic space using latent semantic analysis, we use the SVD of the document

 
Where X is our document by term matrix with elements representing the frequency of each term in each 

vectors respectively. The SVD has the properties that if we keep the greatest s singular values and remove the rest. This is 

Young theorem. 

FIGURE 1: SINGULAR V

3. Compute CPI Projection. Compute CPI Projection. Based on the multipliers λ

WCPIbe the solution of the generalized eigenvalue problem 

Y = W
T
X. 

4. Cluster the documents in the CPI semantic subspace.  Since the documents were projected on the unit hyper sphere, the inne

similarity.  

Cjn
n

Purity ijj
i

i ∈= )(max
1

)(ω
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A1. If two documents are close to each other in the original document space, then they tend to be grouped into the same cluster.

A2. If two documents are far away from each other in the original document space, they tend to be grouped into different clus

Based on these assumptions, we can propose a spectral clustering in the correlation similarity measure space through the nearest neighbours graph learning.

Typical objective functions in clustering formalize the goal of attaining high intra-cluster similarity (documents within a cluster are similar) and 

similarity (documents from different clusters are dissimilar). 

, the ratio between the dominant class in the cluster πi and the size of cluster ωi 

clusters maximizes purity 

Others are entropy of classes in clusters (or mutual information between classes and clusters) 

The Rand index penalizes both false positive and false negative decisions during clustering. The F measure in addition supports differential weighting of these 

measures to penalize false negatives more strongly than false positives by selecting a value     β >1.

 

Where, TP as True Positive, FP as False Positive, TN as True Negative and FN as false negative. 

n CPI can be summarized as follows: 

1. Construct the local neighbour patch, and compute the matrices MS and MT . 

2. Project the document vectors into the singular value decomposition SVD subspace by throwing away the zero singular values.

term space to the topic space using latent semantic analysis, we use the SVD of the document-term index. The SVD is of the form: 

Where X is our document by term matrix with elements representing the frequency of each term in each document, U and V are the set of left and right singular 

vectors respectively. The SVD has the properties that if we keep the greatest s singular values and remove the rest. This is 

FIGURE 1: SINGULAR VALUE DECOMPOSITION- Y IS THE APPROXIMATED X 

 
3. Compute CPI Projection. Compute CPI Projection. Based on the multipliers λ0, λ1, . . . . λn the eigenvalue equation for  D is Differential equation 

be the solution of the generalized eigenvalue problem MSW = λMW. Then the low dimensional representation of the document can be computed by 

4. Cluster the documents in the CPI semantic subspace.  Since the documents were projected on the unit hyper sphere, the inne
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grouped into the same cluster. 

A2. If two documents are far away from each other in the original document space, they tend to be grouped into different clusters. 

measure space through the nearest neighbours graph learning. 

cluster similarity (documents within a cluster are similar) and low inter-cluster 

 

measure in addition supports differential weighting of these 

atives more strongly than false positives by selecting a value     β >1. 

2. Project the document vectors into the singular value decomposition SVD subspace by throwing away the zero singular values. To establish a mapping from the 

term index. The SVD is of the form:  

document, U and V are the set of left and right singular 

vectors respectively. The SVD has the properties that if we keep the greatest s singular values and remove the rest. This is a direct consequence of the Eckart-

the eigenvalue equation for  D is Differential equation . Let 

Then the low dimensional representation of the document can be computed by  

4. Cluster the documents in the CPI semantic subspace.  Since the documents were projected on the unit hyper sphere, the inner product is a natural measure of 
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3. DOCUMENT REPRESENTATION  
Step 1: Stemming - The process of reducing words to thei

Step 2: Stop word removal - A stop word which is not thought to convey any meaning as a dimension in the vector space. 

Step 3: Pruning - Removes words that appear with very low f

any discriminating power, would form too small clusters to be useful.  Some words which occur too frequently are also removed

Step 4: Technique – compute the term frequency Vector. Well known tf x idf (term frequency times inverted document frequency) weighting system defined as:

 

 

Where D is the total number of documents in the corpus, 

 

TABLE 1: EXAMPLE OF IDF VALUES. HERE WE GIVE IDF’

//Calculates TF-IDF weight for each term t in //document d

private static float FindTFIDF(string document, string term)

{ 

float tf = FindTermFrequency(document, term); 

float idf = FindInverseDocumentFrequency(term); 

return tf * idf; 

} 

private static float FindTermFrequency(string document, string 

{ 

int count = r.Split(document).Where(s => s.ToUpper() == term.ToUpper()).Count();

//ratio of no of occurance of term t in document d //to the total no of terms in the document

return (float)((float)count / (float)(r.Split(document).Count()));

} 

private static float FindInverseDocumentFrequency(string term)

{ 

//find the  no. of document that contains the term //in whole document collection

int count = documentCollection.ToArray().Where(s => r.Split(

s.ToUpper()).ToArray().Contains(term.ToUpper())).Count();

/* 

* log of the ratio of  total no of document in the collection to the no. of document containing the term

* we can also use Math.Log(count/(1+documentCollection.Count)) to deal with divide by zero case; 

*/ 

return (float)Math.Log((float)documentCollection.Count() / (float)count);

} 

} 

 

4. CONCLUSION   
In this paper, we present a new document clustering method based on correlation preserving indexing. It simultaneously maximi

documents in the local patches and minimizes the correlation between the documents outside these patches. Consequently, a low dimensional semantic 

subspace is derived where the documents corresponding to the same semantics are close to each other.
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The process of reducing words to their base form, or stem. Porter's algorithm is the standard stemming algorithm.

A stop word which is not thought to convey any meaning as a dimension in the vector space. 

Removes words that appear with very low frequency throughout the corpus. The underlying assumption is that these words, even if they had 

any discriminating power, would form too small clusters to be useful.  Some words which occur too frequently are also removed

erm frequency Vector. Well known tf x idf (term frequency times inverted document frequency) weighting system defined as:

 

 

 

the total number of documents in the corpus,  is total number of documents where the term 

S. HERE WE GIVE IDF’S OF TERM WITH VARIOUS FREQUENCIES IN THE REUTERS COLLECTION

Term  dft   idft 

Car 18,165 1.65 

Auto 6,723 2.08 

Insurance 19,241 1.64 

Best 25,235 1.5 

in //document d 

private static float FindTFIDF(string document, string term) 

private static float FindTermFrequency(string document, string term) 

int count = r.Split(document).Where(s => s.ToUpper() == term.ToUpper()).Count(); 

//ratio of no of occurance of term t in document d //to the total no of terms in the document 

return (float)((float)count / (float)(r.Split(document).Count())); 

ate static float FindInverseDocumentFrequency(string term) 

//find the  no. of document that contains the term //in whole document collection 

int count = documentCollection.ToArray().Where(s => r.Split( 

nt(); 

* log of the ratio of  total no of document in the collection to the no. of document containing the term 

* we can also use Math.Log(count/(1+documentCollection.Count)) to deal with divide by zero case;  

lection.Count() / (float)count); 

In this paper, we present a new document clustering method based on correlation preserving indexing. It simultaneously maximi

the correlation between the documents outside these patches. Consequently, a low dimensional semantic 

subspace is derived where the documents corresponding to the same semantics are close to each other. 
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r base form, or stem. Porter's algorithm is the standard stemming algorithm. 

A stop word which is not thought to convey any meaning as a dimension in the vector space.  

requency throughout the corpus. The underlying assumption is that these words, even if they had 

any discriminating power, would form too small clusters to be useful.  Some words which occur too frequently are also removed. 

erm frequency Vector. Well known tf x idf (term frequency times inverted document frequency) weighting system defined as: 

is total number of documents where the term t appears. 

E REUTERS COLLECTION OF 806,791 DOCUMENTS 

In this paper, we present a new document clustering method based on correlation preserving indexing. It simultaneously maximizes the correlation between the 

the correlation between the documents outside these patches. Consequently, a low dimensional semantic 

Clustering Using Locality Preserving Indexing,” IEEE Trans. Knowledge and Data Eng., vol. 17, no. 12, pp. 1624-163 

1022, 2003. 
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