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ABSTRACT 
In this paper,  Seasonal ARIMA and neural network models are compared for short term and long term forecasting.  Electricity consumption of  California data is 

used for modeling, which  has   a strong seasonal trend. Multiple  SARIMA models are considered for forecasting and to compare the results  with that  of Neural 

network model. SARIMA model  fits well the data and it resulted small RMSE values. Feed forward neural network model is also fitted the data but RMSE of fitted 

data is larger than that of SARIMA models.  When  6 months forecast values are compared for SARIMA and Neural network models , the neural network model 

resulted lower RMSE than that for SARIMA models. Thus neural network model performed  well for short term forecasting when seasonality is low whereas 

SARIMA model performed better for long term forecasting for the fitted model since seasonality effect is high. 

 

KEYWORDS 
ARIMA, Forecast, Electricity Demand, Feed Forward Neural Network, Forecast, SARIMA, Seasonal ARIMA.      

 

INTRODUCTION 
n practice, ARMA models on time series data are applied after  removing  any trend including seasonality trend  as ARMA (Autoregressive Moving 

Averages)  models do not allow skipping lags. But in the scenarios  of  monthly observations which depends on both the previous month and the month 

one year ago, SARIMA  (Seasonal Autoregressive Integrated Moving Average) models can  be applied as they  allow skipping lags.  In this paper , we 

compared SARIMA and Neural network models for forecasting electricity demand of California. 

Hong-Choon Ong, and  Shin-Yue Chan[1]  have  applied SARIMA   and neural network models for forecasting water consumption,  both the models performed 

well but double layered MLP (Multilayer  Perceptron) neural network performed better than single layered MLP. Liu Hong, Cui Wenhua,  and Zhang Qingling [2]  

have improved RBF(Radial Basis Function) neural network model with a nonlinear relationship mapping by combining  single forecasting results with RBF input 

layer. Siddarameshwara  et al [3], have applied Elman recurrent (feedback)  neural network  for short term load forecasting using MATLAB tool  to allow loops 

and  backward links in the network.  Michael Nelson, Tim Hill, Bill , and  Marcus [4]  have compared neural network for seasonal and de-seasonal data, they 

observed that the neural network was more accurate for de-seasonal than that for seasonal data.  Pei Liu et al  [5]  worked on cement supply chain for 

forecasting demand using SARIMA and neural network models,  the results indicated that neural network has given more accurate forecast values than that of 

SARIMA for the quarterly data. Karin Kandananond[6] found  that Neural Network model performed better than ARIMA in  forecasting electricity demand of 

Thailand. Ramakrishna et al [7] have applied SARIMA and Neural networks to forecast monthly electricity demand of Andhra Pradesh and they have indicated 

that Neural Networks has performed better than SARIMA.      

In this paper , SARIMA and neural network model are applied for forecasting electricity demand of California  and for comparing the models. A data population  

of California residential electricity consumption for  each month between 1973-2011 is considered for modeling and forecasting. California data  is a monthly 

data extracted from  public domain in internet.  A sample data of 72 observations between 2006-2011 is considered where 66 observations are used for model 

fitting and 6 observations for comparing with predicted values. SPSS tool is used for neural network modeling and R programming for SARIMA modeling.  

Time series plot of California residential electricity consumption in Figure 1 shows that  there is an upward and downward  trend in the time series and also 

some periodicity. 

FIGURE 1 – TIME SERIES PLOT                 FIGURE 2 – ACF PLOT          FIGURE 3 – PACF PLOT 

 
ACF and PACF  plots   in Figure 2 and 3 respectively indicate that there are  autocorrelations and a seasonal trend in the data.  

 

 

I 
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SARIMA  MODELING  
Seasonal ARIMA is represented as ARIMA(p,d,q)x(P,D,Q)s  where p is the number of  autoregressive terms, d is the number of non-seasonal differences, q is the 

number lagged forecast errors in the prediction equation,  P  the number of  seasonal autoregressive terms, D the number of seasonal differences, Q the number 

of seasonal moving average terms, and   s is the periodicity , 12 in this case.  R project is used to fit SARIMA model. 

In ARIMA(p,d,q)x(P,D,Q)12 , the order of p,  d, q and P,D, and Q are changed iteratively. For  each iteration, AIC and RMSE (Root Mean Square Error)  values are 

captured in the Table 1. 

TABLE 1 – SARIMA MODEL IDENTIFICATION 

 
From the Table 1, it is observed that there are three models of SARIMA identified for comparison with unique characteristics : (1) SARIMA-1 model 

(1,0,1)x(0,3,1)12 has the lowest AIC and  RMSE  of fitted data 6.52   (2) SARIMA-2 model (1,0,1)x(0,2,2)12 has  AIC 297.32  and  RMSE  3.57  (3) SARIMA-3 model 

(3,0,3)x(1,2,2)12 has AIC of 306.93  and lowest RMSE of 3.29.  AIC and RMSE of SARIMA-2  fall between that of  SARIMA-1 and SARIMA-3. These 3 models are 

considered for  comparison  of forecasted values  with that of   Neural Network model. 

Ljung-box Test is carried on the  residuals of  3 models identified and p-values are captured in the Table 2. The p-value of  3 models are  > 0.05 level of 

significance indicate  that  the residuals are random. 

 

                              TABLE 2 – LJUNG-BOX TEST             FIGURE-4 ACF OF SARIMA-1        FIGURE-5 ACF OF SARIMA-2         FIGURE-6 ACF OF SARIMA-3 

 
ACF plot of residuals of  3 models are shown in Figure  4 , Figure 5 and Figure 6 respectively , indicates that there are no autocorrelations  in the residuals except 

in one case in SARIMA-1. Thus, the identified models are adequate for  fitting the data and for forecasting electricity demand.   

The residuals are checked for any heteroskedasticity using  McLeod Li Test.  The p-values are plotted in Figure 7, Figure 8, and Figure 9  for the 3 models. 

 
                              FIGURE 7 – MCLEOD-LI TEST OF SARIMA-1                    FIGURE 8 – MCLEOD-LI TEST OF SARIMA-2                        FIGURE 9 – MCLEOD-LI TEST OF SARIMA-3 

                                    
All p-values are  > 0.05 level of significance.  Thus there is no heteroskedasticity in the residuals of all  the 3 SARIMA models.    

The estimated coefficients  of  3  models and standard errors  are  shown in the Table 3 
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TABLE 3 

From the table 3 , it is observed that the standard errors of SARIMA

 

FORECASTING USING SARIMA MODEL 
6 months forecasting  is done using  SARIMA  estimated coefficients. The forecast values are 

computation. 

TABLE 4 –  6 MONTHS FORECAST VA

The forecast accuracy is the difference between the actual value and the forecast value for the corres

Et  =  Yt – Ft     

Where E is the forecast  error at time period t, Y is the actual value at period t, and F is the forecast for period t.

The following measures are  widely used in the industry to analyze the accuracy forecast values. 

Mean Absolute Percentage Error  

Mean Squared Error                          

Mean Absolute Error               

Root Mean Squared Error                     

The above  measures are computed for 6 month forecast values of 3 SARIMA models. The computed measures are captured in  Table

                   

TABLE 5 – FORECAST ACCURACY 

One can notice from the Table 5 that RMSE of forecast values is lowest in the case of SARIMA

perspective.  The forecast values are plotted with the fitted data , shown in Figure 10, Figure 11, Figure 12 for SARIMA

The forecast values are within  95% confidence boundaries for all models but the boundary range is larger in the case of 
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TABLE 3 -  ESTIMATION OF COEFFICIENTS OF SARIMA MODELS 

From the table 3 , it is observed that the standard errors of SARIMA-3 are larger than that of SARIMA-1 and SARIMA-2 

6 months forecasting  is done using  SARIMA  estimated coefficients. The forecast values are captured  in the Table 4 along with the actual values for error 

6 MONTHS FORECAST VALUES OF 3 MODELS AND ACTUAL OBSERVED VALU

The forecast accuracy is the difference between the actual value and the forecast value for the corresponding  period.    

      

Where E is the forecast  error at time period t, Y is the actual value at period t, and F is the forecast for period t. 

The following measures are  widely used in the industry to analyze the accuracy forecast values.  

                               

                  

                                 

      

The above  measures are computed for 6 month forecast values of 3 SARIMA models. The computed measures are captured in  Table

FORECAST ACCURACY -  MEASURES OF  AGGREGATE  ERROR 

One can notice from the Table 5 that RMSE of forecast values is lowest in the case of SARIMA-2, thus,  SARIMA-2 is the best fit model from forecast accuracy 

values are plotted with the fitted data , shown in Figure 10, Figure 11, Figure 12 for SARIMA-1, SARIMA

The forecast values are within  95% confidence boundaries for all models but the boundary range is larger in the case of SARIMA
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captured  in the Table 4 along with the actual values for error 

ACTUAL OBSERVED VALUES 

 

  (1) 

  (2) 

  (3) 

  (4) 

  (5) 

The above  measures are computed for 6 month forecast values of 3 SARIMA models. The computed measures are captured in  Table 5.    

 
2 is the best fit model from forecast accuracy 

1, SARIMA-2, and SARIMA-3 respectively.  

SARIMA-1. 
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FIGURE 10 – SARIMA-1 WITH FORECAST VALUES                FIGURE 11 – SARIMA-2 WITH FORECAST VALUES   FIGURE 12 – SARIMA-3 WITH FORECAST VALUES 

 
It is observed from Table 1 that RMSE of entire fitted data is lowest in the case of SARIMA-3 whereas RMSE of only Forecast values in the Table 5,  is lowest in 

the case of SARIMA-2.  And AIC is the lowest for SARIMA-1. The  3  SARIMA models were selected in the beginning to analyze the impact of AIC , significance of 

coefficients, and RMSE. Thus , a model  needs to be chosen based on the data and it is important to analyze the forecast accuracy measures for fitted model and 

forecast values   apart from AIC as the criteria for selection of a model. Since most of the statistical computations are automated in the tools,  the iterative 

process is faster using any data mining tool and thus it is advised to look  for lowest  AIC as  a guideline to select a model in the initial stages  but subsequently it 

is useful to carry out an iterative method to look for accuracy measures such as RMSE to arrive at a suitable  model for a given data.  

From the above analysis it is observed  that the relationships between inputs and outputs are  playing important role to identify an appropriate model. Neural 

Networks are widely used modeling technique in the case of complex relationships  between inputs and outputs and also to analyze complex patterns  in data. If  

the underlying process of how the results are achieved , is not important then Neural Networks is a good modeling technique since it has inherent flexibility in 

dynamically interpreting the relationships between inputs and outputs to select linear regression or non-linear regression models but the synaptic weights of  a 

neural network are not easily interpretable. 

 

NEURAL NETWORKS MODELING 
The most common neural network model[8] is the multilayer perceptron (MLP) which is a function of predictors/inputs/independent variables that minimize the 

error of outputs.  MLP neural network model has been chosen to fit electricity consumption data of California and for forecasting monthly electricity demand.  

MLP consists of 3 layers – input, hidden, and output.  MLP  with Feed Forward Architecture is considered for forecasting California monthly electricity demand. 

IBM SPSS tool is used for neural network modeling and forecasting. 

The scale-dependent variable is a time series data of  monthly electricity consumption  of California for 72 months. Two more inputs are  considered ,one month 

lag and 12 month lag scale dependent variables, these two variables lag1 and lag12  are taken as covariates. The data is partitioned into training, testing and 

holdout.  The training sample  is used to train the neural network.  The testing sample is used to track errors during training in order to prevent overtraining.  

The holdout sample is another independent group of records used to assess the final neural network.  The  covariate variables are rescaled using  standardized  

method to improve network training.  The training parameters are set in the tool as  shown in Table 8. The architecture selection is automatic with 1 to 50 max  

units.  

TABLE 8 – SPSS TOOL TRAINING PARAMETER SETTINGS 

 
The  partitioning of data is done by assigning relative number to training, testing and holdout sets.  The relative numbers are changed iteratively to get best 

possible partition , for each iteration RMSE of testing is captured in Table 9.  For the given data 70%-25%-5%  partition has given lowest RMSE for testing records. 

The processed records summary is shown in Table 10 where 46 records considered for training,  10 for testing and 4 for holdout. 

 
                        TABLE 9 – PARTITION AND RMSE OF TESTING          TABLE 10 – SUMMARY OF DATA PROCESSED                                   TABLE 11 – MODEL SUMMARY 

                     
The  feed forward neural network model summary is shown in Table 11, computed RMSE  of testing is 0.118. The network  information is shown in Table 12, it 

shows 2-3-1 architecture of  one input layer with 2 neurons lag1 and lag12 , one hidden layer with 3 neurons, one output layer with one neuron of forecast 

values, the monthly load is the dependent variable. The network architecture is shown pictorially in Figure 13. 
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FIGURE 13 – NEURAL NETWORK ARCHI

The estimates of coefficients  of  neural network model are shown  in Table  13, 

layer units . 

TABLE 13 

 

FORECASTING USING FEED FORWARD NEURAL NETWORK MODEL
The selected Feed Forward Neural Network model is used to forecast the monthly electricity demand of  California. The  6 mont

model is compared with SARIMA-1, SARIMA-2, and SARIMA

model has lowest RMSE for the 6 months forecasts, though RMSE of fitted. 

    

TABLE 14 –

RMSE values of SARIMA and  neural network models of entire  series

 

TABLE 15 – RMSE OF ENTIRE SERIE

 

FIGURE  14 – ACTUAL, FITTED & FOR
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TABLE 12 – NETWORK INFORMATION 

NEURAL NETWORK ARCHITECTURE WITH 70-25-5 PARTITION AND 2-3-1 UNITS (EXCLUDING B

The estimates of coefficients  of  neural network model are shown  in Table  13, indicate relationships among  input  layer units ,hidden  layer  units,  and  output 

TABLE 13 – PARAMETER ESTIMATES OF NEURAL NETWORK MODEL 

FORECASTING USING FEED FORWARD NEURAL NETWORK MODEL 
The selected Feed Forward Neural Network model is used to forecast the monthly electricity demand of  California. The  6 mont

2, and SARIMA-3 forecast values  in Table 14.  RMSE computed for all the four models indicate the neural network 

model has lowest RMSE for the 6 months forecasts, though RMSE of fitted.  

– 6 MONTHS FORECAST OF SARIMA AND NEURAL NETWORK 

RMSE values of SARIMA and  neural network models of entire  series and  6 months forecast values are shown  in Table 15 

RMSE OF ENTIRE SERIES AND 6 MONTHS FORECAST VALUES OF SARIMA AND NEURAL NETWORK

ACTUAL, FITTED & FORECAST VALUES PLOT OF  THREE SARIMA, AND NEURAL NETWORK MODELS
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1 UNITS (EXCLUDING BIAS) 

 
indicate relationships among  input  layer units ,hidden  layer  units,  and  output 

 

The selected Feed Forward Neural Network model is used to forecast the monthly electricity demand of  California. The  6 months forecast of neural network 

for all the four models indicate the neural network 

 
and  6 months forecast values are shown  in Table 15  

AND NEURAL NETWORK 

 

URAL NETWORK MODELS 
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From the table 15, one can notice that RMSE of  fitted models is lowest for SARIMA-3 whereas RMSE of  6 months forecast values is lowest in the case of  neural 

networks model and SARIMA-2 among SARIMA models . From fitted model perspective, SARIMA  has shown  lower error than that of Neural network, but from 

forecasting perspective neural network model has shown  better results. Thus, SARIMA may be a  good model for a long term forecasting  as seasonality trend 

and has influence on the model fitment whereas for short term forecasting   neural network model is a better option as it reduces  errors with time due to 

learning progress  from training process and also seasonality trend effect is low for short term. Fitted along with Forecast values  vs. Actual values for all the 

models are shown in Figure 14, SARIMA-2 and SARIMA-3 fitted values are more closer to Actual than that of Neural network.   

 

CONCLUSION 
In this paper, SARIMA and Neural network models are compared with forecasting 6 months electricity demand of California.  3 models of SARIMA are considered 

for comparison purpose one with lowest AIC, one with  lowest RMSE and another one in between model. And Neural network model is selected with a partition 

of data for training and testing based on the lowest  RMSE. Forecast from 3 SARIMA and Neural network models are  compared along with RMSE. SARIMA-2 has 

given the best Forecast among 3 SARIMA models based on RMSE of Forecast values while fitted model(i.e. entire series) of SARIMA-2 has AIC closer to SARIMA-1 

and RMSE closer to SARIMA-3. It is  observed that  among SARIMA models and Neural network model, fitted data of SARIMA models have given better RMSE 

than that of  neural network model. And in the case of 6 months forecast values, neural network has given lower RMSE compare to that of SARIMA models. 

Since  error judgment is an important factor in forecasting though the model selection may be done on a different  criteria such as AIC or significance level of 

coefficients and other factors.  The model needs to be fine tuned objectively to reduce the errors hence, it is advisable to select multiple models with multiple 

criteria for comparing   error level depending on the data. Thus, it is concluded that for forecasting  California electricity demand , while neural network is a 

better model for  short-term forecasting for the given data whereas seasonality trend impact is low,  SARIMA is a better model for long term forecasting as 

seasonality trend is high for long term.   
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