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STUDY ON IMPLEMENTING ASSOCIATION RULE MINING IN PARTICLE SWARM OPTIMIZATION 
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DR. P. KRISHNAKUMARI 
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ABSTRACT 
There is a great need to discover association rules which are an important database mining problem. In the area of association rule mining is focused on 
improving computational efficiency in previous research. Determination of the threshold value of support and confidence affect the quality of association rule 

mining up to great extent. This paper gives attention to effectiveness of algorithm for association rule mining in order to improve computational efficiency as well 
as to automatically determine suitable threshold values. The Particle Swarm Optimization algorithm first search for the optimum fitness value of each particle 

and finds corresponding support and confidence as minimal threshold values after the data are transformed into binary values. In this paper the particle swarm 
optimization algorithm compared with a genetic algorithm. 
 

KEYWORDS 
Association Rule Mining, Data Mining, Particle Swarm Optimization, Genetic Algorithm. 

 

I. INTRODUCTION 
ata Mining is process which finds useful patterns from large amount of data analysis is that the data mining is mine information and discover knowledge 

on the premise of no clear assumption.[1]. Generally data mining process is composed by preparation of data, data cleaning, data reduction and 

transformation, data mining, pattern evaluation and Knowledge presentation. Fig[1] shown the process of data mining. 

 

FIGURE 1: PROCESS OF DATA MINING 

 
Association rule mining is one of model among data mining several models. Association rule mining is used to searches for relationship between variables in 

database. Apriori algorithm is one of famous and oldest algorithm for discover the association rules. It consists of many modified algorithms to improving 

computational efficiency. The Support and Confidence is effect the quality of result and also it’s used to decision making purpose. But thus previous algorithm 

doesn’t consider that main two parameters. So this study mainly focused to improving algorithm can find minimum threshold value for support and confidence.   

 

II. LITERATURE REVIEW  
2.1 ASSOCIATION RULE MINING: 

Association Rule analysis is useful for discovering interesting relationship hidden in large data sets. The uncovered relationship can be represented in the form of 

association rules. Agarwal et al was introducing association rules in 1993.Retailers are interested in analyzing the data to learn about the purchasing behavior of 

their customers. Such valuable information can be used to support a variety of business-related application such as marketing promotions, inventory 

management, and customer relationship management. An association rule is an implication expression of the form X       Y, where X and Y are disjoint item sets. 

The strength of an association rule can be measured in terms of its Support and Confidence. Support determines how often a rule is applicable to a given data 

set, while confidence determines how frequently items in Y appear in transaction that contains X. 

 

 

 

D 
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                                             ∂ (X∪Y) 

        Support, s(X     Y) = 

                                                    N 

 

                                                ∂ (X∪Y) 

      Confidence, c(X     Y) =                   

                                                     N 

2.2 ASSOCIATION RULE ALGORITHM 

2.2.1. Apriori Algorithms: The classical apriori algorithm as suggested by Agrawal et al in [1993] is one of the most important data mining algorithms. It is an 

influential algorithm for mining frequent item sets for Boolean association rules. Frequent Item sets: The sets of item which has minimum support. Apriori 

property: Any subset of frequent item set must be frequent. Joint operation: To find Lk, a set of candidate K-Item sets is generated by joining Lk-1 with itself . 

2.2.2. FP-Growth Algorithm: J.Han et al [2000], it’s for complete set of frequent patterns, by pattern fragment growth. Efficiency of mining is achieved with 

three techniques: 1. A large database is compressed into a condensed smaller data structure , FP-tree  which avoids the costly ,repeated database scans , 2. FP-

tree based mining adopts a pattern – fragment  growth method to avoid costly generation of large number of candidate sets, 3.A partitioning based ,divide-and-

conquer method  is used to decompose the mining task into a set of smaller tasks for mining confined patterns in conditional database , which dramatically 

reduces the search space.[2] 

 

 
2.2.3. Dynamic FP-Growth Algorithm: C.Gyorodi et al [2003] , It has focused in improving the FP-Tree algorithm construction based on two observed problems: 

1. The resulting FP-Tree is not unique for the same “Logic “database. 2. The process needs two complete scans of the database. The above problems solved by 

G.Gyorodi et al. An important feature in this approach is that it’s  not necessary to rebuild the FP-Tree when the actual database is updated .It’s only needed to 

execute the algorithm again taking into consideration the new transaction and  stored FP-Tree.[3] 

2.2.4. Partition Algorithm: A.Savasere et al [1995], Partion algorithm based on apriori algorithm, but it requires only two complete scans over the database .The 

Partition algorithm divided into two phases: 1. the database is divided into a number of non-overlapping partitions and frequent item sets local to partition are 

generated for each partition. The database is scanned completely for the first time. 2. Local frequent item sets from each partition are combined to generate 

global candidate item sets. Then the database is scanned second item to generate global frequent item sets [4]. 

2.2.5. DIC Algorithm: S.Brin et al [1997], DIS is a further variation of the Apriori-algorithm. DIC is a softens the strict separation between counting and generating 

candidates. Whenever a candidate reaches minsup that is even when this candidate has not yet “seen” all transactions, DIC starts generating additional 

candidates based on it. For that purpose a prefix-tree is employed. In contrast to the hash tree, each node-leaf node or inner node of the prefix-tree is assigned 

to exactly one candidate respectively frequent item set. In contrast to the usage of a hash tree that means whenever it reach a node it can be sure that the item 

set associated with this node is contained in the transactionfurthermore interlocking support determination and candidate generation decrease the number of 

database scans.[5] 

2.2.6. Pincer Search Algorithm: This algorithm was proposed by Dao. I et al [1997].The algorithm   was uses both the top-down and bottom –up approaches to 

Association rule mining. It is a slight modification to original Apriori algorithm. The main search direction is bottom -up expect that it conducts simultaneously a 

restricted top-down search. [6] 

2.2.7. Pincer Search Algorithm: The concept of PSO was first suggested by Kennedy and Eberhart in 1995[5].Particle swarm optimization (PSO) is inspired by the 

social behavior observed in flocks of birds and schools of fish. In nature, there is a leader who leads the bird or fish groupto move, as illustrated in Fig. 2. Most 

members of the group follow the leader. In PSO, a potential solution to the considered problem is represented by a particle, similar to the individuals in the bird 

and fish groupEach particle travels in the solution space and attempts to move toward a better solution by changing its direction and speed based on its own 

past experience and the information from the current best particle of the swarm. [7] 

2.2.8. The procedure of PSO is described as follows: 

A. Particle initialization: 

An initial swarm of particles is generated in search space. Usually, the population size is decided by the dimension of problems. 

B. Velocity and position update: 

In each iteration, a new velocity value for each particle is calculated based on its current velocity, the distance from its previous best position, and the 

distancefrom the global best position. The new velocity value is then used to calculate the next position of the particle in the search space. The particle’s velocity 

and position are dynamically updated as follows: 
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The new velocity of a particle, Vnewid, is updated by taking into consideration of the particle’s previous velocity, Voldid, and previous position, xoldid. w = [0.5+ 

rand/2] is an inertia weight and rand is a uniformlygenerated random number between 0 and 1. Thecognition parameter, c1, and social parameter, c2, 

areacceleration coefficients that are conventionally set to a fixed value 0–2.Pid is the previous individual bestposition of this particle and Pgd is the current 

global bestposition then calculates the new position of the particle, xnew id .[8] 

a) Both particle’s position and the global best positionare far from the optimum and the particle velocityis low compared to its distance to the optimum [9]. 

b) Global best position is close to the optimum and theparticle position is far from them resulting in asmall improvement region and a large next position region. 

C. Evaluation and update of best locations: 

The fitness value of each particle is calculated by the objective function. The values of Pid and Pgd are then evaluated and replaced if better particle best 

position or global best position is obtained. 

D. Termination: 

Steps (2) and (3) are repeated iteratively until the termination condition is met. 

 

III METHODOLOGY 
FIGURE:3THE PROPOSED ASSOCIATION RULE MINING ALGORITHM 

 
 

3.1. The proposed algorithm: 

The proposed algorithm comprises two parts, preprocessing and mining. The first part providesprocedures related to calculating the fitness values ofthe particle 

swarm. Thus, the data are transformed andstored in a binary format. In the second part of thealgorithm, which is the main contribution of this study, the PSO 

algorithm is employed to mine the associationrules. First, it proceed with particle swarm encoding, this step is similar to chromosome encoding of 

geneticalgorithms. The next step is to generate a population ofparticle swarms according to the calculated fitnessvalue. Finally, the PSO searching procedure 

proceedsuntil the stop condition is reached, which means the best Particle is found. The support and confidence of the bestparticle can represent the minimal 

support and minimal confidence. [10]Thus, it can use this minimal support and minimalconfidence for further association rule mining. Fig.3 illustrates the 

algorithm structure. 

3.2. Preprocessing of PSO association rule mining 

Binary transformation: In this transform the transaction data into binary type data, each recorded andstored as either 0 or 1[8]. This approach can acceleratethe 

database scanning operation, and it calculatessupport and confidence more easily and quickly. Thetransformation approach is explained by an example inFig. 4. 

In Fig. 4, there are five records, say T1 to T5, in theoriginal data. Each of these records is transformed andstored as a binary type. For instance, there are a total 

ofonly four different products in the database, so four cellsexist for each transaction. Take B4 as an example, thistransaction only purchased products 2 and 3, so 

thevalues of cells 2 and 3 are both “1s,” whereas cells 1and 4 are both “0s.”Conversion shown in figure 6.Fig. 4: Data type transformation 
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FIGURE 4: DATA TYPE TRANSFORMATION 

 
3.3. Application of PSO to association rule mining 

Applying PSO to association mining is the mainpart of this study. We use PSO as a module to mine bestfitness value. The algorithmic process is quite similar 

tothat of genetic algorithms, but the proposed proceduresinclude only encoding, fitness value calculation, population generation, best particle search, 

andtermination condition. Each of the steps in the PSOalgorithm and the process of generating associationrules are explained as follows: 

Encoding: According to the definition of associationrule mining, the intersection of the association rule ofitem set X to item set Y (X→Y) must be empty. 

Itemswhich appear in item set X do not appear in item set Y, and vice versa. Hence, both the front and back partitionpoints must be given for the purpose of 

chromosomeencoding. The item set before the front partition point iscalled “item set X,” while that between the front 

Partition and back partition points is called “item set Y.” 

3.4. Fitness value calculation: The fitness value in thisstudy is utilized to evaluate the importance of eachparticle. The fitness value of each particle comes from 

the fitness function. Here, employ the target function [11] to determine the fitness function value as shown inEq. 

Fitness (k) = confidence (k) X log (support (k)  

X length (k) + 1) 
Fitness (k) is the fitness value of association rule type k.Confidence (k) is the confidence of association rule typek.Support (k) is the actual support of association 

rule typek.Length (k) is the length of association rule type k.The objective of this fitness function ismaximization. The larger the particle support andconfidence, 

the greater the strength of the association, meaning that it is an important association rule.  

3.5.Population generation: In order to apply the evolution process of the PSO algorithm, it is necessary to first generate the initial population. In this study, it 

has select particles which have larger fitness values as the population. The particles in this population are called initial particles. 

 

FIGURE: 5 BINARY TRANSFORMATIONS 

 
Fitness value calculation is shown in figure 5   

3.6. Search the best particle: First, the particle with themaximum fitness value in the population is selected as the “gbest.” It designed a method to constrain 

thesearch. The constrained method is to calculate thedistance between the particle’s new position and all thepossible particles inside the constrained range 

before theparticle’s position is updated. Definitely, the particlewith the smallest distance will be selected and treated asthe particle’s new position. In the 

distance measuring function it use traditional “Euclidean distance”as shown in Eq. 
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Where xn is the position of the particle at nth update and ym is the possible particle number min the constrainedrange. In addition, d is the dimension of the 

search space. The nearest possible particle is selected to be thetarget particle’s new position. This method can preventa particle from falling beyond the search 

space when its position is updated. 

3.7. Termination condition: To complete particle evolution, the design of a termination condition is necessary. Inthis study, the evolution terminates when the 

fitnessvalues of all particles are the same. In other words, thepositions of all particles are fixed. Another terminationcondition occurs after 100 iterations and the 

evolutionof the particle swarm is completed.Finally, after the best particle is found, its supportand confidence are recommended as the value ofminimal support 

and minimal confidence as shown inFig[6]. These parameters are employed forassociation rule mining to extract valuable information. [10] 

 

FIGURE 6: NUMBER OF HIGH-FREQUENCY ITEM SETS UNDER DIFFERENT MINIMAL SUPPORTS 

 
IV.Model evaluation results and discussion 

This section will use the database provided by Microsoft SQLServer 2000 to verify the feasibility of the proposed algorithm. Adetailed discussion is provided as 

follows. 

4.1. Experimental platform and database 

This study’s experiment was conducted in the environment ofMicrosoft Windows XP using an IBM compatible computer withInter Pentium IV 1.60GHz and 

512MB RAM. The algorithm wascoded by Borland C++ Builder 6.In regard to the experimental testing database, its source was aFoodMart2000 retail transaction 

database embedded in a MicrosoftSQL Server 2000, as illustrated in Fig. 6.Since there are different kinds of transaction databases inFoodMart2000, it only select 

sales fact 1997 data table for assessment. The number of product items in this data table is 1560. 

In order to effectively mine meaningful association rules, thisexperiment categorizes the products into groups according to theproduct category provided by the 

data table. Thus, products are classified into 34 categories, each with a corresponding productcategory id. In regard to data selection, 6000 customers’ 

arerandomly selected along with their corresponding transaction dataat different times. After arrangement, there are a total of 12,100transaction records for 

these 6000 customers. 

FIGURE:7 THE DATA TABLE OF THE FOODMART2000 DATABASE 

 
4.2. Mining results via PSO algorithm 

In this experiment, every transaction record in the Food-Mart2000 has 1–13 items. After calculating the IR values, It findthat R(1→6) = 5.86822 is the largest. 

Therefore, It can generatefive different dimensions of encoding types for the particleswarm. They are two dimensions, 1→2, three dimensions, 1→3 

and 2→3, four dimensions, 1→4, 2→4, and 3→4, and five dimensions,1→5, 2→5, 3→5, and 4→5, and six dimensions, 1→6,2→6, 3→6, 4→6, and 5→6. 

According to these five dimensions, it can implement the PSO mining process. An example of twodimensions is illustrated in Fig. 6.Since the computational 

results are different for each replication, a total of 30 replications are conducted in order to get thefinal experimental results. The results show that there are 

threepossibilities as listed in Table 1. 

Next, it can conduct the three-dimensional PSO associationrule mining. The population size is 20. The computational results can be found in Appendix A. The 

results indicate that the maximal setup value is 0.03652 for the minimal support thresholdvalue. Because the support threshold value is smaller than 0.05, the 

numberof high-frequency item sets mined is too large. This means thatmore meaningless rules are generated. In the current experiment, since the maximal 

setup values of minimal support for three, four,five, and sixdimensions are all smaller than 0.05, none of the mining results are used. 
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TABLE: 1 THE RESULTS OF THE TWO-DIMENSIONAL PSO ASSOCIATION RULES FOR FOODMART2000 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.3. Performance evaluation analysis 

4.3.1. Comparison of PSO and GA 

Though Section 4.2 has shown that the proposed PSO algorithmcan provide very promising results, further investigation is still necessary.Thus, it cancompare 

with the genetic algorithm proposedin [9]. For both the PSO algorithm and genetic algorithm, the numberof product items and the number of transaction 

records are25 and 140,000, respectively. Basically, the two algorithms were implemented under the same conditions. 

 

FIGURE: 8 A DEMONSTRATION OF THE IMPLEMENTATION OF PSO ASSOCIATION RULE MINING USING THE FOODMART2000 DATABASE 

 
It attempt to ascertain whether or not computation time is related to the population sizeor number of evolutions, which are illustrated in Figs. 9 and 10, 

respectively. Figs. 9 and 10 clearly indicate that the proposed PSO algorithm out performs the genetic algorithm both in population size andnumber of 

evolutions. Table 2 also shows a similar outcome, showingthat PSO can converge faster. This is very important as the database is very large. 

4.3.2. Performance evaluation of the PSO algorithm’s searchingcapability 

This subsection intends to discuss the searching performanceof the PSO algorithm. The first issue is the relationship betweenpopulation size and speed. The 

parameter setup is as follows: 

 (1) Number of dimensions: 2. 

(2) Number of data: 12,100. 

(3) Number of replications: 20. 

(4) Population size: 5, 10, 20, 30, 40 and 50 Particles. 

The average running times for different population sizes areillustrated in Fig. 11.In addition, if most of the parameter setups are the same exceptthat the size of 

population is 20, termination condition is 100 generationsand the number of experimental replications is 50, thenthe relationship between the number of 

evolutions and runningspeed is presented in Fig. 12. In summary, though the proposed PSO algorithm for associationmining requires more computation time 

with increasing population size, the increase is not significant. In addition, the numbersof evolutions mostly fall within the range from 1 to 10. This meansthat 

the convergence of computation is very fast. Thus, only a smallnumber of evolutions are good enough for real application. 

Furthermore, in regard to the selection of threshold value setup, this study can provide the most feasible minimal support andconfidence. This dramatically 

decreases the time consumed bytrial-and-error. Thus, the proposed PSO algorithm is better than the traditional Apriori algorithm since it does not need to 

subjectivelyset up the threshold values for minimal support and confidence. This can also save computation time and enhance performance. 

 

 

 

 

 

 

 

 

 

 

 

Possible results High-frequency itemset( ≥minimal support) Association itemset (≥minimal 

confidence) 

1 Minimal support = 0.15628 {Snack Foods, vegetables} Minimalconfidence = 0.40675 

{Snack Foods→Vegetables} 

 

 

2 

Minimal support = 0.15628 

{Snack Foods, Vegetables} 

Minimal confidence = 0.38497 

{Snack Foods→Vegetables} 
{Vegetables→Snack Foods} 

3 Minimal support = 0.09578 

{Dairy, Vegetables} 

{Snack foods, Vegetables} 

Minimal confidence = 0.40709 

{Dairy→Vegetables} 

Final result {Snack Foods, Vegetables} 
{Dairy, Vegetables} 

Snack Foods→Vegetables} 
{Vegetables→Snack Foods} 

{Dairy→Vegetables} 
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FIGURE:9 RELATIONSHIP BETWEEN POPULATION SIZE AND COMPUTATION TIME FOR PSO AND GA 

 

 
 

FIGURE:10 RELATIONSHIP BETWEEN NUMBER OF EVOLUTIONS AND COMPUTATION TIME FOR PSOAND GA. 

 
 

FIGURE: 11 RELATIONSHIP BETWEEN POPULATION SIZE AN COMPUTATION TIME USING THEFOODMART2000 DATABASE 

 
 

FIGURE: 12RELATIONSHIP BETWEEN NUMBER OF EVOLUTIONS AND COMPUTATION TIME. 

 

V. CONCLUSION 
Following the development of information technology, searchingfor meaningful information in large databases has becomea very important issue.That explains 

why association rules miningis the most popular technique in data mining. However, the traditional Apriori algorithm has a very critical drawback in thatthe 

minimal support and confidence is determined subjectively. 

This study has demonstrated that using the PSO algorithm candetermine these two parameters quickly and objectively, thus, enhancing mining performance for 

large databases by applying theFoodMart2000 database. 

Future studies can focus on testing different updating rules.Moreover, different product items may have different importance.A weighted PSO mining algorithm 

could be further investigated inorder to provide more practical approaches for industries. 
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APPENDIX  
APPENDIX A. THREE-DIMENSIONAL EXPERIMENTAL RESULTS OF FOODMART 2000 

Possible result High-frequency item set (≥minimal support) Association item set (≥minimal  confidence) 

1 Minimal support = 0.03652 

{Dairy, Snack Foods, 

Vegetables} 

Minimal confidence = 0.41424 

{Dairy, Snack 

Foods → Vegetables} 

2 Minimal support = 0.03239 

{Can, snack foods, vegetables} 

{Dairy, Snack Foods, 

Vegetables} 

Minimal confidence = 0.4237 

{Can, Snack Foods →Vegetables} 

3 Minimal support = 0.02950 

{Can, Snack Foods, Vegetables} 
{Dairy, Snack Foods, 

Vegetables} 
{Fruit, Snack Foods, 

Vegetables} 
{Jams and Jellies, Snack Foods, 

Vegetables} 

{Meat, Snack Foods, 

Vegetables} 

Minimal confidence = 0.4204 

{Can, Snack Foods 

→Vegetables} 

{Fruit, Snack Foods 

→Vegetables} 

{Jams and Jellies, Snack Foods 

→ Vegetables} 

4 Minimal support = 0.025785 

{Can, Snack Foods, Vegetables} 
{Beverages, Snack Foods, 

Vegetables} 
{Dairy, Snack Foods, 

Vegetables} 
{Fruit, Snack Foods, 

Vegetables} 

{Jams and Jellies, Snack Foods, 

Vegetables} 
{Meat, snack Foods, 

Vegetables} 

Minimal confidence = 0.41106 

{Can, Snack Foods 

→Vegetables} 

{Beverages, Snack Foods, 

Vegetables} 

{Dairy, Snack Foods, 

Vegetables} 
{Fruit, Snack Foods 

→Vegetables} 
{Jams and Jellies, Snack Foods 

→ Vegetables} 
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