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ABSTRACT 
Big data is an all-encompassing term for any collection of data sets so large and complex that it becomes difficult to process them using traditional data 

processing applications. Big data usually includes data sets with sizes beyond the ability of commonly used software tools to capture, curate, manage, and 

process data within a tolerable elapsed time. Big data size is a constantly moving target, as of 2012 ranging from a few dozen terabytes to many petabytes of 

data. Big data is a set of techniques and technologies  that require new forms of integration to uncover large hidden values from large datasets that are diverse, 

complex, and of a massive scale. Big data can also be defined as "Big data is a large volume unstructured data which cannot be handled by 

standard database management systems like DBMS, RDBMS or ORDBMS". 

 

KEYWORDS 
big data analysis, HDFS, map reduce. 

 

1. INTRODUCTION 
1.1 OVERVIEW 

ig Data may well be the Next Big Thing in the IT world. Big data burst upon the scene in the first decade of the 21st century. The first organizations to 

embrace it were online and startup firms. Firms like Google, eBay, LinkedIn, and Facebook were built around big data from the beginning. Like many new 

information technologies, big data can bring about dramatic cost reductions, substantial improvements in the time required to perform a computing task, 

or new product and service offerings.  

Big Data’ is similar to ‘small data’, but bigger in size but having data bigger it requires different approaches. It is an aim to solve new problems or old problems in 

a better way. Big Data generates value from the storage and processing of very large quantities of digital information that cannot be analyzed with traditional 

computing techniques. Due to its specific nature of Big Data, it is stored in distributed file system architectures[1]. 

Scientists regularly encounter limitations due to large data sets in many areas, including meteorology, genomics, connectomics, complex physics simulations, 

biological and environmental research, and in e-Science in general. The limitations also affect Internet search, finance and business informatics. Data sets grow 

in size in part because they are increasingly being gathered by ubiquitous information-sensing mobile devices, aerial sensory technologies (remote sensing), 

software logs, cameras, microphones, radio-frequency identification (RFID) readers, and wireless sensor networks.  

Big data is difficult to work with using most relational database management systems and desktop statistics and visualization packages, requiring instead 

"massively parallel software running on tens, hundreds, or even thousands of servers". What is considered "big data" varies depending on the capabilities of the 

organization managing the set, and on the capabilities of the applications that are traditionally used to process and analyze the data set in its domain.  

Big Data is a moving target; what is considered to be "Big" today will not be so years ahead. "For some organizations, facing hundreds of gigabytes of data for 

the first time may trigger a need to reconsider data management options. For others, it may take tens or hundreds of terabytes before data size becomes a 

significant consideration." 

FIG. 1: BIG DATA SCENARIO 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

1.2 GENESIS OF BIG DATA 

In a 2001 research report and related lectures, META Group (now Gartner) analyst Doug Laney defined data growth challenges and opportunities as being three-

dimensional, i.e. increasing volume (amount of data), velocity (speed of data in and out), and variety (range of data types and sources). Gartner, and now much 

of the industry, continue to use this "3Vs" model for describing big data. In 2012, Gartner updated its definition as follows: "Big data is high volume, high 

velocity, and/or high variety information assets that require new forms of processing to enable enhanced decision making, insight discovery and process 

optimization." Additionally, a new V "Veracity" is added by some organizations to describe it. One of the fundamental characteristics of the Big Data is the huge 

volume of data represented by heterogeneous and diverse dimensionalities[2]. 

B
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If Gartner’s definition (the 3Vs) is still widely used, the growing maturity of the concept fosters a more sound difference between big data and Business 

Intelligence, regarding data and their use:  

• Business Intelligence uses descriptive statistics with data with high information density to measure things, detect trends etc. 

• Big data uses inductive statistics and concepts from nonlinear system identification  to infer laws (regressions, nonlinear relationships, and causal effects) 

from large sets of data with low information density to reveal relationships, dependencies and perform predictions of outcomes and behaviors.  

 

2.    REVIEW OF LITERATURE 
2.1  THREE KEY TECHNOLOGIES FOR EXTRACTING BUSINESS VALUE FROM BIG DATA 

Big data technologies describe a new generation of technologies and architectures, designed to economically extract value from    very large volumes of a wide 

variety of data by enabling high-velocity capture, discovery and/or analysis. Furthermore, this analysis is needed in real time or near-real time, and it must be 

affordable, secure and achievable. NASA uses advanced information systems to mature big data capacity in order to support future Earth observation 

missions[3]. Here are three key technologies that can help you get a handle on big data – and even more importantly, extract meaningful business value from it.  

• Information management for big data. Manage data as a strategic, core asset, with ongoing process control for big data analytics. 

• High-performance analytics for big data. Gain rapid insights from big data and the ability to solve increasingly complex problems using more data. 

• Flexible deployment options for big data. Choose between options for on premises or hosted, software-as-a-service (SaaS) approaches for big data and big 

data analytics. 

2.2 INFORMATION MANAGEMENT FOR BIG DATA 

Since recent developments  (in technology, science, user habits, businesses, etc.) gave rise to production and storage of massive amounts of data, not 

surprisingly, the intelligent analysis of big data has become more important for both businesses and academics[4].  SAS provides the management and 

governance capabilities that enable organizations to effectively manage the entire life cycle of big data analytics, from data to decision. SAS provides a variety of 

these solutions, including data governance, metadata management, analytical model management, run-time management and deployment management. With 

SAS, this governance is an ongoing process, not just a one-time project. Proven methodology-driven approaches help organizations build processes based on 

their specific data maturity model. 

2.3 HIGH-PERFORMANCE ANALYTICS FOR BIG DATA 

High-performance analytics makes it possible to analyze all available data (not just a subset of it) to get precise answers for hard-to-solve problems and uncover 

new growth opportunities and manage unknown risks – all while using IT resources more effectively. System elasticity or hardware heterogeneity and multigrain 

parallelism cannot be taken into account easily: instead, a new programming model would have to be chosen, and the development process restarted[5].  

Accelerated processing of huge data sets is made possible by following  technologies: 

• Grid computing:  A centrally managed grid infrastructure provides dynamic workload balancing, high availability and parallel processing for data 

management, analytics and reporting. Multiple applications and users can share a grid environment for efficient use of hardware capacity and faster 

performance, while IT can incrementally add resources as needed. 

• In-database processing:  Moving relevant data management, analytics and reporting tasks to where the data resides improves speed to insight, reduces 

data movement and promotes better data governance. Using the scalable architecture offered by third-party databases, in-database processing reduces 

the time needed to prepare data and build, deploy and update analytical models. 

2.4 FLEXIBLE DEPLOYMENT OPTIONS FOR BIG DATA 

For some organizations, it won’t make sense to build the IT infrastructure to support big data, especially if data demands are highly variable or unpredictable. 

Those organizations can benefit from cloud computing, where big data analytics is delivered as a service and IT resources can be quickly adjusted to meet 

changing business demands. Our purpose is to utilize Apache CloudStack to manage infrastructure resource by constructing a private cloud, and then integrate 

relational and NoSQL database for storing multiple datasets[6]. 

2.5 TOOLS USED IN BIG DATA - MAP REDUCE 

MapReduce [1-2] is a programming model for processing large-scale datasets in computer clusters. The MapReduce programming model consists of two 

functions, map() and reduce(). Users can implement their own processing logic by specifying a customized map() and reduce() function. The map() function takes 

an input key/value pair and produces a list of intermediate key/value pairs. The MapReduce runtime system groups together all intermediate pairs based on the 

intermediate keys and passes them to reduce() function for producing the final results. 

Map 

(in_key, in_value) --->list(out_key,intermediate_value) 

Reduce 

(out_key,list(intermediate_value)) -- ->list(out_value) 

The signatures of map() and reduce() are as follows : 

map (k1,v1) ! list(k2,v2)and reduce (k2,list(v2)) ! 

list(v2) 

FIG. 2: MAP REDUCE WORKING 
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2.6  ADVANCEMENTS 

The power of MapReduce derives from providing an abstraction that allows developers to harness the power of large clusters but abstractions manage 

complexity by hiding details and presenting well-defined behaviours to users of those abstractions. This process makes certain tasks easier, but others more 

difficult, if not impossible .To reduce the computation and to focus the mining for the latter situations, we propose a data science solution that uses  MapReduce 

to mine uncertain Big data for frequent patterns satisfying user-specified anti-monotonic constraints[7].  MapReduce is certainly no exception to this 

generalization, even within the Hadoop/HDFS/MapReduceecosystem; it is already observed the development of alternative approaches for expressing 

distributed computations. For example, there can be a third merge phase after map and reduce to better support relational operations. Join processing 

mentioned n the paper can also tackle the Map Reduce tasks effectively. The future directions in Big Data analysis gives a very encouraging picture paradigm of 

HDFS and Hadoop, overcoming the existing drawback of the present systems and the advantages it provides. 

 

3.    REPORT ON PRESENT INVESTIGATION 
3.1 PROBLEM 

Big data is set to offer companies tremendous insight. More recently, Big Data has made its appearance in the shared mindset of researchers, practitioners, and 

funding agencies, driven by the awareness that concerted efforts are needed to address 21st century data collection, analysis, management, ownership, and 

privacy issues[8].  But with terabytes and petabytes of data pouring in to organizations today, traditional architectures and infrastructures are not up to the 

challenge. IT teams are burdened with ever-growing requests for data, ad hoc analyses and oneoff reports. Decision makers become frustrated because it takes 

hours or days to get answers to questions, if at all. More users are expecting self-service Data visualization is becoming an increasingly important component of 

analytics in the age of big data. access to information in a form they can easily understand and share with others. This begs the question: How do you present big 

data in a way that business leaders can quickly understand and use? This is not a minor consideration. Mining millions of rows of data creates a big headache for 

analysts tasked with sorting and presenting data. Organizations often approach the problem in one of two ways: Build “samples” so that it is easier to both 

analyze and present the data, or create template charts and graphs that can accept certain types of information. Both approaches miss the potential for big 

data. Instead, consider pairing big data with visual analytics so that you use all the data and receive automated help in selecting the best ways to present the 

data. This frees staff to deploy insights from data. Think of your data as a great, but messy, story. Visual analytics is the master filmmaker and the gifted editor 

who bring the story to life. Grouping data together, or “binning,” can help you easily visualize large quantities of data, including outliers. 1 Meeting the need for 

speed In today’s hypercompetitive business environment, companies not only have to find and analyze the relevant data they need, they must find it quickly. 

Visualization helps organizations perform analyses and make decisions much more rapidly, but the challenge is going through the sheer volumes of data and 

accessing the level of detail needed, all at a high speed. The challenge only grows as the degree of granularity increases. One possible solution is hardware. Some 

vendors are using increased memory and powerful parallel processing to crunch large volumes of data extremely quickly. Another method is putting data in-

memory but using a grid computing approach, where many machines are used to solve a problem. Both approaches allow organizations to explore huge data 

volumes and gain business insights in near-real time. 2 Understanding the data It takes a lot of understanding to get data in the right shape so that you can use 

visualization as part of data analysis. For example, if the data comes from social media content, you need to know who the user is in a general sense – such as a 

customer using a particular set of products – and understand what it is you’re trying to visualize out of the data. Without some sort of context, visualization tools 

are likely to be of less value to the user. One solution to this challenge is to have the proper domain expertise in place.  

3.2 SOLUTION 

Apache Hadoop is an open-source software framework written in Java for distributed storage and distributed processing of very large data sets on computer 

clusters built from commodity hardware. All the modules in Hadoop are designed with a fundamental assumption that hardware failures (of individual machines, 

or racks of machines) are commonplace and thus should be automatically handled in software by the framework. HDFS helps in efficient management of Big 

data. 

The core of Apache Hadoop consists of a storage part (Hadoop Distributed File System (HDFS)) and a processing part (MapReduce). Hadoop splits files into large 

blocks and distributes them amongst the nodes in the cluster. To process the data, Hadoop MapReduce transfers packaged code for nodes to process in parallel, 

based on the data each node needs to process. This approach takes advantage of data locality[3]—nodes manipulating the data that they have on hand—to allow 

the data to beprocessed faster and more efficiently than it would be in a more conventional supercomputer architecture that relies on a parallel file 

system where computation and data are connected via high-speed networking.  

3.3 IMPLEMENTATION 

The user configures and submits a MapReduce job (or just job for short) to the framework,which will decompose the job into a set of map tasks, shuffles, a sort, 

and a set of reduce tasks.The framework will then manage the distribution and execution of the tasks,collect the output, and report the status to the user. The 

job consists of the parts shown in Figure 3 and listed in Table 1. 

 

FIG. 3: PARTS OF A MAPREDUCE JOB 
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TABLE 1: PARTS OF A MAPREDUCE JOB 

Part Handled By 

Configuration of the job User 

Input splitting and distribution Hadoop framework 

Start of the individual map tasks with their input split Hadoop framework 

Map function, called once for each input key/value pair User 

Shuffle, which partitions and sorts the per-map output Hadoop framework 

Sort, which merge sorts the shuffle output for each partition of all map outputs Hadoop framework 

Start of the individual reduce tasks, with their input partition Hadoop framework 

Reduce function, which is called once for each unique input key, with all of  the input values that share that key User 

Collection of the output and storage in the configured job output directory, in N parts, where N is the number of reduce tasks Hadoop framework 

The user is responsible for handling the job setup, specifying the input location(s), specifyingthe input, and ensuring the input is in the expected format and 

location. The frameworkis responsible for distributing the job among the TaskTracker nodes of the cluster; running themap, shuffle, sort, and reduce phases; 

placing the output in the output directory; and informing the user of the job-completion status. 

 

4.   RESULTS AND DISCUSSIONS  
Big data are datasets that grow so large that they become awkward to work with using on-hand database management tools. Difficulties include capture, 

storage, search, sharing, analytics, and visualizing. This trend continues because of the benefits of working with larger and larger datasets allowing analysts to 

“spot business trends, prevent diseases, combat crime.” Though a moving target, current limits are on the order of terabytes, exabytes and zettabytes of data. 

Scientists regularly encounter this problem in meteorology, genomics, biological research, Internet search, finance and business informatics. Data sets also grow 

in size because they are increasingly being gathered by ubiquitous information-sensing mobile devices, “software logs, cameras, microphones, RFID readers, 

wireless sensor networks and so on.” Cloud computing helps organizations store, manage, share, and analyze their Big Data in an affordable and easy-to-use 

way. Today’s cloud Infrastructure-as-a-Service (IaaS) providers such as Microsoft, GoGrid, Amazon, Google, Rackspace and Slicehost, supported by the on-

demand analytics solution vendors, make Big Data analytics very affordable. As humans explore the real world through scientific research, humans unravel the 

mysteries in the information world through big data and data mining, which are attracting much attention from academia[9]. Java and other JVM-based 

languages play an important role in the Hadoop and Big Data ecosystem[10]. 

 

5. FUTURE SCOPE    
We regard Big Data as an emerging trend and the need for Big Data is arising in all sciences and engineering fields. With Big Data technologies, we will hopefully 

be able to provide most relevant and most accurate social sensing feedback to better understand our society. We can further stimulate the participation of the 

public audiences in the data production circle for societal and economical places. The development and efficient use of big data extends the scope of human 

activities. It requires proper attention from academia, industry and government. The world has been integrating on a global scale. Human is enforced to change 

mode from the local to the global in their everyday life . It redefines the relationship among individuals, businesses, governments, and societies through 

networked thinking and further to improve the human living environment, to enhance the quality of public services, to improve performance, efficiency and 

productivity through the intelligentized interactive operating. The technological progress and industrial upgrading of big data will create new markets, new 

business models and new industry rules, and more importantly it demonstrates the collective will of a country that looking for strategic and economic 

advantage. Although there is still a large gap to gain data intelligence like human wisdom big data is a promising topic and it certainly helps us to understand the 

world. 

 

6. CONCLUSIONS 
Big Data analysis tools like Map Reduce and HDFS, promises to help organizations better understand their customers and the marketplace, hopefully leading to 

better business decisions and competitive advantages. The need to process enormous quantities of data  never been greater. Not only are terabyte- and 

petabyte-scale datasets rapidly becoming common place, but there is consensus that great value lies buried in them. In the commercial sphere, business 

intelligence, driven by the ability to gather data from an array of sources. For engineers building information processing tools and applications, large and 

heterogeneous datasets which are generating continuous flow of data, lead to more effective algorithms for a wide number of  tasks, from machine translation 

to spam detection. In the natural and physical sciences, the ability to analyse massive amounts of data may provide the key to unlocking the secrets of the 

cosmos . MapReduce can be exploited to solve a variety of problems related to text processing at scales that would have been unthinkable few years back.  
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