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ENHANCEMENT OF TEMPORAL DATA CLUSTERING WITH CLIPPED GAUSSIAN DISTRIBUTION 
 

SARALA.R 

ASST. PROFESSOR 

DEPARTMENT OF COMPUTER SCIENCE 

KG COLLEGE OF ARTS & SCIENCE 

COIMBATORE 

 

ABSTRACT 
Temporal data clustering provides underpinning techniques for discovering the intrinsic structure and condensing information over temporal data. There have been 

presented a lot of temporal data clustering framework ensemble of multiple partitions produced by initial clustering analysis on different temporal data 

representations. Here, this paper introducing an approach of clipping the time series that reduces memory requirements and significantly speeds up clustering 

without decreasing clustering accuracy. This means that if the series are long enough clustering with clipped data is significantly high in accuracy than clustering 

with unclipped data. Clipping makes clustering more robust to outliers. Show that the clusters formed are significantly better with clipped data when there is at 

least a small probability of the data containing outliers. Using clipped data have rewards are that algorithms developed for discrete or categorical data can be 

employed and that clustering on clipped data can serve as a diagnostic method for outlier and model misspecification detection. With the help of Gaussian 

distribution function will be getting a smooth series of clipped data which are high in accuracy. As a result, the proposed approach provides an effective enabling 

technique for the joint use of different representations, which cuts the loss of information in a single representation and exploits various information sources 

underlying temporal data. In addition, the approach tends to capture the intrinsic structure of a data set that is the number of clusters. 

 

KEYWORDS 
temporal data, weighted clustering ensemble, clipping, gaussian distribution. 

 

I. INTRODUCTION 
ata mining, the extraction of hidden predictive information from large databases, is a dominant fresh technology with grand potential to help companies 

focus on the most important information in their data warehouses. Data mining tools predict upcoming trends and behaviors. It allows businesses to make 

proactive and knowledge-driven decisions. Data mining tools can response business questions which usually were too time strong to resolve [1]. 

Temporal data clustering is to provide an effective way to discover the intrinsic structure and condense information over temporal data by exploring dynamic 

regularities underlying data in an unsupervised learning. In the proposed system, the clipping technique for the clustering in the time series is used [2]. This paper 

demonstrates that the simple process of clipping time series reduces memory requirements and can speed up fundamental operations on time series. This paper 

proposes temporal data clustering model.  

Clipped Gaussian distribution approach consists of initial clustering analysis on different representations to produce multiple partitions and clustering ensemble 

construction to produce a final partition by combining those partitions achieved in initial clustering analysis. Initial clustering analysis can be done by any existing 

clustering algorithms that propose a novel weighted clustering ensemble algorithm. Then, implement the clipped Gaussian distribution concept on the clustering 

time series. This would reduce the cost of time. Finally the proposed system is get illustrated and compared with the conventional approaches. From the simulation 

results on a variety of temporal data clustering tasks and concludes that this approach is outperforming with high accuracy, lesser cost of time due to the proposed 

technique in this system. 

 

II. TEMPORAL DATA CLUSTERING 
Underpinning techniques provided by temporal data clustering for discovering the intrinsic structure and condensing information over temporal data. Temporal 

data stored in a temporal database [2] is different from the data stored in non-temporal database in that a time period close to the data expresses when it was 

suitable or stored in the database. Temporal data are ubiquitous in the real world and there are many application areas ranging from multimedia.  

An effective way to discover the intrinsic structure and condense information over temporal data by exploring dynamic regularities underlying temporal data in 

an unsupervised learning way by the performance of Temporal clustering analysis. Its ultimate objective is to partition an unlabeled temporal data set into clusters 

so that sequences grouped in the same cluster is coherent. There are two core problems in clustering analysis, first problem is model selection and the second is 

grouping. 

Clustering analysis is an extremely difficult unsupervised learning task [4]. Due to the high dimensionality and complex temporal correlation the temporal data 

clustering poses a real challenge in temporal data mining. Temporal data clustering algorithms as three categories: (i)temporal-proximity-based, (ii) model-based 

and (iii) representation-based clustering algorithms. 

Temporal-proximity-based and model-based clustering algorithms directly work on temporal data [7]. Representation-based algorithm converts temporal data 

clustering into static data clustering. The basic idea behind clustering ensemble is  combining multiple partitions on the same data set to produce a consensus 

partition expected to be superior to that of given input partitions. In this paper, approach to temporal data clustering with different representations to overcome 

the fundamental weakness of the representation-based temporal data clustering analysis. 

The contributions of this paper is to develop a practical temporal data clustering model by different representations via clustering ensemble learning to overcome 

the fundamental weakness the representation-based temporal data clustering analysis. Proposing a novel weighted clustering ensemble algorithm, which not 

simply provides an enabling technique sustain this model but also can be used to merge any input partition. Formal analysis has also been done. And the third 

finally is the demonstrate the effectiveness and the efficiency of the model for a variety of temporal data clustering tasks as well as its easy-to-use nature as all 

internal parameters are fixed in the simulations. The motivation to propose the temporal data clustering model is working on different representations via 

clustering ensemble learning.  

II.I TEMPORAL DATA REPRESENTATIONS 

In this, describe the motivation to propose temporal data clustering model. Then, present a temporal data clustering model working on different representations. 

For illustration, perform the principal component analysis (PCA) on four typical representations of a synthetic time-series data set.  

The data set is produced by the stochastic function F (t) = A sin (2παt + B) + є(t), where A, B, and α are free parameters and є(t) is the added noise drawn from the 

normal distribution N(0, 1). The uses of different parameter set (A, B, α) leads to time series of four classes and 100 time series in each class [3]. Temporal data 

stored in a temporal database is different from the data stored in non-temporal database in that a time period attached to the data expresses when it was valid 

or stored in the database.  

  

III. WEIGHTED CLUSTERING ENSEMBLE 
A cluster ensemble technique is characterized by two components: the mechanism to generate diverse partitions and the consensus function to combine the input 

partitions into a final clustering or by applying a single algorithm with different parameter settings, possibly in combination with data or feature sampling. The k-

means algorithm with random initializations or with random number of clusters has been widely used in the literature to generate diverse clustering.  

D 
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III.I WEIGHTED CONSENSUS FUNCTION 

The basic proposal of weighted consensus function is the use of the pair wise similarity between objects in a partition for evident accumulation, where a pair wise 

similarity matrix is derived from weighted partitions and weights are determined by measuring the clustering quality with different clustering validation criteria. 

Then, a dendrogram is constructed based on all similarity matrices to generate candidate consensus partitions. 

 
Select three criteria of complementary nature for generating weights from different perspectives as Modified Huber’s г index (MHг), Dunn’s Validity Index (DVI) 

and Normalized Mutual Information (NMI). A high MHr value for a partition indicates that the partition has a compact and well-separated clustering structure. 

However, this decisive factor strongly nepotism a partition containing more clusters. 

 

IV. CLIPPING ON TEMPORAL DATA 
The simple process of clipping time series reduces memory requirements. The information discarded by clipping does not significantly decrease the accuracy of 

clustering algorithms. Clipped time series require much less memory to store and can be manipulated faster [5]. If the series are long enough clustering with 

clipped data is not significantly less accurate than clustering with unclipped data.  

Advantages of using clipped data are that algorithms developed for discrete or categorical data can be employed and that clustering on clipped data can serve as 

a diagnostic method for outlier and model misspecification detection. Clipping could be considered a specific type of SAX (Symbolic Aggregate approXimation) 

transformation with two classes and no dimension reduction. The properties of clustering with clipped series are firstly, binary data can be more compactly 

represented and efficiently manipulated and secondly, it is possible to assess their theoretical behavior.  

SAX allows a time series of arbitrary length n to be reduced to a string of arbitrary length w, (w < n, typically w << n). The alphabet size is also an arbitrary integer 

a, where a > 2. Below table summarizes the major notation used in this and subsequent sections. 

 

TABLE 1: SUMMARIZATION OF THE NOTATION 

 
The discrimination procedure is unique in that it uses an intermediate representation between the raw time series and the symbolic strings. First transform the 

data into the Piecewise Aggregate Approximation (PAA) representation and then symbolize the PAA representation into a discrete string. There are two important 

advantages to doing this is dimensionality reduction and lower bounding.  

IV.I CLIPPING ON CLUSTERING TIME SERIES 

This paper proposed approach for the temporal clustering problem. Here, implementing a clipping technique for the data clustering. Clipping or hard limiting, a 

time series is the process of transforming a real valued time series Y into a binary series C where 1 represents above the population mean and 0 below, i.e. if μ is 

the population mean of series Y then 

 
Clipped time series require much less memory to store and can be manipulated sooner, yet preserve much of the fundamental structure that characterizes the 

real valued series. This means that if the series are long enough clustering with clipped data is not significantly less accurate than clustering with unclipped data. 

Clipping makes clustering more strong to outliers. This shows that the clusters formed are significantly better with clipped data when there is at least a small 

probability of the data containing outliers.  

Additional advantages of using clipped data are that algorithms developed for discrete or categorical data can be employed and that clustering on clipped data 

can serve as a diagnostic method for outlier and model misspecification detection. This approach to demonstrating the benefits of clipping is to firstly specify a 

class of model from which the data may arise, secondly is to present the weighted clustering ensemble approach to this model and finally to experimentally 

demonstrate that there is significant evidence of the benefits of clipping over the class of existing approach.  

IV.II CLIPPING ON CLUSTERING TIME SERIES WITH GAUSSIAN DISTRIBUTION 

Here the clipping on clustering the time series is done by the help of the Gaussian distribution function which make helps to improve the representation of the 

cluster effective.  Thus after collecting data based on the clipping technique on the different temporal data representations, this present the Gaussian distribution 

function to represent the data obtained. Thus by using this Gaussian distribution function will be getting a smooth series of clipped data which are high in accuracy.   

Next step is to implement the existing Weighted Clustering Ensemble to process the data obtained from the previous clipping technique. That is again moving on 

with the processing of the previous module with this clipped data represented by Gaussian distribution function. The Gaussian is a continuous distribution 

µ = mean of distribution (also at the same place as mode and median) 

σ2 = variance of distribution 

y is a continuous variable (-∞ ≤ y  ≤ ∞)  
Probability (P) of y being in the range [a, b] is given by an integral 

 

 

 

 

 

 

V. A SIMPLE DIMENSIONALITY REDUCTION TECHNIQUE FOR FAST SIMILARITY SEARCH IN LARGE TIME SERIES DATABASES 
Address the problem of similarity search in large time series databases. Introduce a novel-dimensionality reduction technique that supports an indexing algorithm 

that is more than an order of magnitude faster than the previous best known method. In addition to being much earlier our approach has many other advantages. 
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It is easy to know and apply, allows more stretchy distance measures as well as weighted Euclidean queries and the index can be built in linear time. Call our 

approach PCA-indexing (Piecewise Constant Approximation) and experimentally validate it on space telemetry, financial, astronomical, medical and synthetic data. 

 

VI. SOLVING CLUSTER ENSEMBLE PROBLEMS BY BIPARTITE GRAPH PARTITIONING 
A critical problem in cluster ensemble research is how to combine multiple clustering’s to yield a final superior clustering result. Leveraging advanced graph 

partitioning technique, solve this crisis by sinking it to a graph partitioning problem. Introduce a new reduction method that constructs a bipartite graph from a 

given cluster ensemble. The resulting graph models similarly instances and clusters of the ensemble concurrently as vertices in the graph. This approach retains 

all of the information provided by a given ensemble, allowing the resemblance with instances and the similarity among clusters to be considered jointly in forming 

the final clustering. Further, the resulting graph partitioning crisis can be solved skillfully. Empirically estimate the planned approach against two commonly used 

graph formulations and show that it is more robust and achieves comparable or better performance in comparison to its competitors. 

Clustering for unsupervised data discovery and examination has been investigated for decades in the statistics, data mining, and machine learning communities. 

A critical problem in designing a cluster ensemble system is how to combine a given ensemble of clustering in order to produce a final solution, referred to as the 

cluster ensemble problem here. The approach of this problem is by reducing it to a graph partitioning problem. In graph partitioning, the input is a graph that 

consists of vertices and weighted edges. The goal is to partition the graph into K roughly equal-sized parts with the objective of minimizing the cut.  

This paper proposes a new graph formulation that simultaneously models both instances and clusters as vertices in a bipartite graph. Such a graph retains all the 

information of an ensemble, allowing both the similarity among instances, and the similarity among clusters to be considered collectively to construct the final 

clusters. Moreover, the resulting graph partitioning problem can be solved efficiently. The experiment compares the proposed graph formulation to the instance-

based and cluster-based approaches on five data sets.  

The graph partitioning based approaches appear to be very competitive compared with other techniques. 

 

FIGURES: 1 TO 3 

 
An example of the graph formulation 

The above figure shows the cluster ensemble with the help of bipartite graph. Figure (a) and (b) depict two different clustering of   nine instances and Figure (c) 

shows the graph constructed by Hybrid Bipartite Graph Formation (HBGF), in which the diamond vertices represent the clusters and the round vertices represent 

the instances. An edge between an instance vertex and a cluster vertex indicates that the cluster contains the instance. All the edges in the graph have weight 

one. 

Shown in Figure (c) as a dashed line, a separation of the bipartite graph partitions the cluster vertices and the instance vertices concurrently. The separation of the 

instances can then be output as the ending clustering. 

 

VII. GENERATING CLUSTER ENSEMBLES 
Cluster ensembles can be generated in different ways. The resulting ensembles may differ and the same approach for solving the ensemble problems may perform 

differently accordingly. It is thus important for this experiment to consider different ways to generate cluster ensembles.  Experiments use two approaches, random 

sub sampling and random projection, to generate the ensembles. Note that for both approaches, K-means is used as the base clustering algorithm and the number 

K is pre-specified for each data set and remains the same for all clustering runs. Also examined a third approach, randomly restarting K-means, and it produced 

similar results to those of random sub sampling.  

VII.I GRAPH PARTITIONING ALGORITHMS 

The goal is to evaluate different graph formulation approaches. To reduce the innocence of any chosen graph partitioning algorithm on this evaluation, use two 

well-known graph partitioning algorithms that differ with respect to their search for the best partition.  

1. Spectral graph partitioning is a well studied area with many successful applications. Then, choose a popular multi-way spectral graph partitioning algorithm 

proposed 

2. Metis (Karypis & Kumar, 1998), a multilevel graph partitioning system, approaches the graph partitioning problem from a different angle. It separates a graph 

with three basic steps: Coarsen the graph by collapsing vertices and edges, partition the coarsened graph and refine the partitions.  

Comparison with other graph partitioning algorithms, Metes is highly efficient and achieves competitive performance. 

 

VIII. COMBINING MULTIPLE CLUSTERING USING EVIDENCE ACCUMULATION 
Explore the idea of evidence accumulation (EAC) for combining the results of multiple clustering. First, a clustering ensemble - a set of object partitions, is produced. 

Given a data set (n objects or patterns in d dimensions), special way of produce data partitions are (1) Applying different clustering algorithms and (2) Applying 

the same clustering algorithm with different values of parameters or initializations.  

The final data partition of the n patterns is obtained by applying a hierarchical agglomerative clustering algorithm on this matrix [7]. Stability of the results is 

evaluated using bootstrapping techniques. Investigational results of the planned method in several synthetic and real data sets are compared with other 

combination strategies, and in the company of individual clustering results shaped by well known clustering algorithms. 

VIII.I IMPLEMENTATION AND EVALUATION 

Data clustering or unsupervised learning is an important but an extremely difficult problem. The objective of clustering is to partition a set of unlabeled objects 

into homogeneous groups or clusters. Many application areas use clustering techniques for organizing or discovering structure in data, such as data mining, 

information retrieval, image segmentation, and machine learning. In real world problems, clusters can show with different shapes, sizes, data sparseness, and 

degree of separation. Additionally, noise in the data can mask the true underlying structure present in the data.  

Both agglomerative and divisive approaches  have been proposed; different algorithms are obtained depending on the definitions of similarity measures between 

patterns and between clusters. The single-link (SL) and the complete-link (CL) hierarchical methods are the best known techniques in this class, emphasizing, 

respectively, connectedness and compactness of patterns in a cluster. Prototype-based hierarchical methods, which define similarity between clusters based on 

cluster representatives, such as the centroid, emphasize compactness.  

Among the various clustering methods, the K-means algorithm, which minimizes the squared-error criteria, is one of the simplest clustering algorithms. Extensions 

of the basic K-means algorithm include: use of Mahalanob is distance to identify hyper-ellipsoidal clusters.  

While hundreds of clustering algorithms exist, it is difficult to find a single clustering algorithm that can handle all types of cluster shapes and sizes. And even 

decide which algorithm would be the best one for a particular data set.  
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VIII.I.I PRODUCING CLUSTERING ENSEMBLES 

Clustering ensembles can be generated by following two approaches: (1) choice of data representation, and (2) choice of clustering algorithms or algorithmic 

parameters. In the first approach, different partitions of the objects under analysis may be produced by 

(a) Employing different pre-processing and/or feature extraction mechanisms, which ultimately lead to different pattern representations (vectors, strings, graphs, 

etc.) or different feature spaces?  

(b) Exploring sub-spaces of the same data representation, such as using sub-sets of features 

(c) Perturbing the data, such as in bootstrapping techniques (like bagging), or sampling approaches, as for instance, a set of prototype samples using to represent 

huge data sets.  

The second approach can generate clustering ensembles by: (i) applying different clustering algorithms, (ii) using the same clustering algorithm with different 

parameters or initializations and (iii) exploring different dissimilarity measures for evaluating inter-pattern relationships, within a given clustering algorithm. A 

combination of these two main mechanisms would produce clustering ensembles leads to exploration of distinct views of inter-pattern relationships. From a 

computational perspective, clustering results produced in an independent way facilitate efficient data analysis by utilizing circulated computing, and reuse the 

results obtained previously. 

VIII.I.II COMBINING EVIDENCE 

The Co-Association Matrix In order to cope with partitions with different numbers of clusters, propose a voting mechanism to combine the clustering results 

leading to a new measure of similarity between patterns.  

FIG. 4 

 
The proposed method for combining various clustering partitions of a given data set in order to obtain a partition that is better than individual partitions. These 

entity partitions could have been obtained either by applying the similar clustering algorithm with different initialization of parameters or by different clustering 

algorithms applied to the given data. A K-means based evidence accumulation technique was analyzed with light of the proposed optimality criteria. Outcome 

obtained on both synthetic and real data sets illustrate the ability of the evidence accumulation technique to identify clusters with arbitrary shapes and arbitrary 

sizes.  

Experimental results were compared with individual runs of well known clustering algorithm, and also with other cluster ensemble combination methods.  

The main principle of the temporal data clustering is to provide an effective way to discover the intrinsic structure and condense information over temporal data 

by exploring dynamic regularities underlying data in an unsupervised learning [6]. Its ultimate objective is to partition an unlabeled temporal data set into clusters 

so that sequences grouped in the same cluster are coherent. In order to have an effective performance in our proposed system are proposing a clipped Gaussian 

distribution technique to the clustering time series which could increase the accuracy and reduces the cost of time. 

 

IX. PERFORMANCE MEASURES 
Evaluating and comparing proposed approach of temporal data clustering with clipped Gaussian distribution with the previous approach. Here are evaluating with 

the classification accuracy rate with the missing data and is found that  proposed approach performs better than the existing approach. 

 

FIG. 5 

 
The above figure was compared with weighted clustering ensemble and weighted clustering ensemble with clipped gaussian distribution are compared by Dunns 

Index. 

 

X. CONCLUSION 
The conclusion of this imply that a temporal data clustering approach with clipped Gaussian distribution on different representations are further propose a useful 

measure to understand clustering ensemble algorithms based on a formal clustering ensemble analysis. Simulations show that this approach yields favorite results 

for a variety of temporal data clustering tasks in terms of clustering quality and model selection.  

As a generic framework, this weighted clustering ensemble approach allows other validation criteria to be incorporated directly to generate a new weighting 

scheme as long as they better reflect the intrinsic structure underlying a data set. Thus, this approach provides a promising yet easy-to-use technique for real 

world applications. 
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XI. FUTURE ENHANCEMENT 
The clipping with Gaussian on temporal data clustering can be presented for the future work by focusing to more methodological settings in which the benefits of 

clipping data when clustering time series. With most real world time series clustering problems space and time will be a genuine constraint on the mining process. 

Clipping time series will allow for more series to be stored in main memory, which in itself will increase the speed of mining. Specific algorithms for binary series 

can lead to improved time complexity.  

When clustering, the information discarded by clipping does not decrease the accuracy if the series are long enough if the data series are long enough then clipping 

does not significantly decrease clustering accuracy; and if the data contains outliers, the clustering accuracy on clipped data is significantly better. Thus our 

information when clustering time series is to start with clipped data, then examine any results from more sophisticated transformations in relation to the results 

obtained after clipping, particularly if the series are long and time and space are important considerations. 
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