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ABSTRACT 
In today’s world where nearly every company is dependent on the Internet to survive, it is not surprising that the role of network intrusion detection has grown so 

rapidly. While there may still be some argument as to what is the best way to protect a company’s networks (i.e. firewalls, patches, intrusion detection, training, 

…) it is certain that the intrusion detection system (IDS) will likely maintain an important role in providing for a secure network architecture. That being said, what 

does current intrusion detection technology provide us? For the analyst who sits down in front of an IDS, the ideal system would identify all intrusions (or attempted 

intrusions), and take or recommend the necessary actions to stop an attack. Unfortunately, the marketplace for IDS is still quite young and a "silver bullet" solution 

to detect all attacks does not appear to be on the horizon or necessarily even plausible. So what is the "next step", albeit the "next phase" for intrusion detection? 

A strong case could be made for the use of data mining techniques to improve the current state of intrusion detection.  

 

KEYWORDS 

data mining, intrusion, detection. 

 

1. INTRODUCTION 
ccording to R.L. Grossman in "Data Mining: Challenges and Opportunities for Data Mining During the Next Decade", he defines data mining as being "con-

cerned with uncovering patterns, associations, changes, anomalies, and statistically significant structures and events in data." Simply put it is the ability to 

take data and pull from it patterns or deviations which may not be seen easily to the naked eye. Another term sometimes used is knowledge discovery.  

While they will not be discussed in detail in this report, there exist many different types of data mining algorithms to include link analysis, clustering, association, 

rule abduction, deviation analysis, and sequence analysis. 

According to R.L. Grossman in "Data Mining: Challenges and Opportunities for Data Mining during the Next Decade", he defines data mining as being "concerned 

with uncovering patterns, associations, changes, anomalies, and statistically significant structures and events in data." Simply put it is the ability to take data and 

pull from it patterns or deviations which may not be seen easily to the naked eye. Another term sometimes used is knowledge discovery.  

While they will not be discussed in detail in this report, there exist many different types of data mining algorithms to include link analysis, clustering, association, 

rule abduction, deviation analysis, and sequence analysis. 

 

2. RELATED WORK 
Data mining techniques first used for knowledge discovery from telecommunication even logs more than a decade ago [9]. Clifton and Gengo [10] have investigated 

the detection of frequent alert sequences and enhanced by Ferenc [11], Walter A. Kosters and Wim Pijls [12] this knowledge for creating IDS alert filters. Long et 

al [3] suggested a snort clustering algorithm. During the last 10 years, data mining based methods have also been proposed in many research papers [4, 5, 10, 3, 

7, 8]. 

Our research encompasses many areas of intrusion detection, data mining, and machine learning. In this section, we briefly compare our approaches with related 

efforts. 

In terms of feature construction for detection models, DC-1 (Detector Constructor) [9], first invokes a sequence of operations for constructing features (indicators) 

before constructing a cellular phone fraud detector (a classifier). We are faced with a more difficult problem here because there is no standard record format for 

connection or session records (we had to invent our own). We also need to construct temporal and statistical features not just for individual records, but also over 

different connections and services. That is, we are modeling different logical entities that take on different roles and whose behavior is recorded in great detail. 

Extracting these from a vast and overwhelming stream of data adds considerable complexity to the problem. 

The work most similar to unsupervised model generation is a technique developed at SRI in the Emerald system [15]. Emerald uses historical records to build 

normal detection models and compares distributions of new instances to historical distributions. Discrepancies between the distributions signify an intrusion. One 

problem with this approach is that intrusions present in the historical distributions may cause the system to not detect similar intrusions in unseen data. 

Related to automatic model generation is adaptive intrusion detection. Teng et al. [33] perform adaptive real time anomaly detection by using inductively gener-

ated sequential patterns. Also relevant is Sobirey’s work on adaptive intrusion detection using an expert system to collect data from audit sources [28]. 

Many different approaches to building anomaly detection models have been proposed. A survey and comparison of anomaly detection techniques is given in [34]. 

Stephanie Forrest presents an approach for modeling normal sequences using look ahead pairs [10] and contiguous sequences [13]. Helman and Bhangoo [12] 

present a statistical method to determine sequences which occur more frequently in intrusion data as opposed to normal data. Lee et al. [22, 21] uses a prediction 

model trained by a decision tree applied over the normal data. Ghosh and Schwartzbard [11] use neural networks to model normal data. Lane and Brodley [16, 

17, 18] examine unlabeled data for anomaly detection by looking at user profiles and comparing the activity during an intrusion to the activity under normal use. 

 

3. CURRENT IDS DETECT INTRUSIONS 
In order for us to determine how data mining can help advance intrusion detection it is important to understand how current IDS work to identify an intrusion. 

There are two different approaches to intrusion detection: misuse detection and anomaly detection. Misuse detection is the ability to identify intrusions based on 

a known pattern for the malicious activity. These known patterns are referred to as signatures. The second approach, anomaly detection, is the attempt to identify 

malicious traffic based on deviations from established normal network traffic patterns. Most, if not all, IDS which can be purchased today are based on misuse 

detection. Current IDS products come with a large set of signatures which have been identified as unique to a particular vulnerability or exploit. Most IDS vendors 

also provide regular signature updates in an attempt to keep pace with the rapid appearance of new vulnerabilities and exploits.  

 

A
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SHORTFALLS WITH CURRENT IDS 

While the ability to develop and use signatures to detect attacks is a useful and viable approach there are shortfalls to only using this approach which should be 

addressed.  

• Variants. As stated previously signatures are developed in response to new vulnerabilities or exploits which have been posted or released. Integral to the 

success of a signature, it must be unique enough to only alert on malicious traffic and rarely on valid network traffic. The difficulty here is that exploit code 

can often be easily changed. It is not uncommon for an exploit tool to be released and then have its defaults changed shortly thereafter by the hacker 

community.  

• False positives. A common complaint is the amount of false positives an IDS will generate. Developing unique signatures is a difficult task and often times 

the vendors will err on the side of alerting too often rather than not enough. This is analogous to the story of the boy who cried wolf. It is much more difficult 

to pick out a valid intrusion attempt if a signature also alerts regularly on valid network activity. A difficult problem that arises from this is how much can be 

filtered out without potentially missing an attack.  

• False negatives …detecting attacks for which there are no known signatures. This leads to the other concept of false negatives where an IDS does not 

generate an alert when an intrusion is actually taking place. Simply put if a signature has not been written for a particular exploit there is an extremely good 

chance that the IDS will not detect it.  

• Data overload. Another aspect which does not relate directly to misuse detection but is extremely important is how much data an analyst can effectively 

and efficiently analyze. That being said the amount of data he/she needs to look at seems to be growing rapidly. Depending on the intrusion detection tools 

employed by a company and its size there is the possibility for logs to reach millions of records per day.  

 

4. DATA MINING WORKS WITH IDS 
Data mining can help improve intrusion detection by adding a level of focus to anomaly detection. By identifying bounds for valid network activity, data mining 

will aid an analyst in his/her ability to distinguish attack activity from common everyday traffic on the network.  

• Variants. Since anomaly detection is not based on pre-defined signatures the concern with variants in the code of an exploit are not as great since we are 

looking for abnormal activity versus a unique signature. An example might be a Remote Procedure Call (RPC) buffer overflow exploit whose code has been 

modified slightly to evade an IDS using signatures. With anomaly detection, the activity would be flagged since the destination machine has never seen an 

RPC connection attempt and the source IP was never seen connecting to the network.  

• False positives. In regards to false positives there has been some work to determine if data mining can be used to identify recurring sequences of alarms in 

order to help identify valid network activity which can be filtered out.  

• False negatives …detecting attacks for which there are no known signatures. By attempting to establish patterns for normal activity and identifying that 

activity which lies outside identified bounds, attacks for which signatures have not been developed might be detected. An extremely simple example of how 

this would work would be to take a web server and develop a profile of the network activity seen to and from the system. Let us say the web server is locked 

down and only connections to ports 80 and 443 are ever seen to the server. Thus, whenever a connection to a port other than 80 or 443 is seen the IDS 

should identify that as an anomaly. While this example is quite simple this could be extended to profiling not only individual hosts, but entire networks, users, 

traffic based on days of the week or hours in a day, and the list goes on.  

• Data overload. The area where data mining is sure to play a vital role is in the area of data reduction. With current data mining algorithms there exists the 

capability to identify or extract data which is most relevant and provide analysts with different "views" of the data to aid in their analysis.  

 

5. DIFFICULTIES WHEN IT COMES TO DATA-MINING IN INTRUSION DETECTION 
The concept of data mining has been around for years. Despite this data mining in intrusion detection is a relatively new concept. Thus there will likely be obstacles 

in developing an effective solution. One is the fact that even though the concept of data mining has been around for some time the amount of data to be analyzed 

and its complexity is increasing dramatically. As stated previously, it is possible for a company to collect millions of records per day which need to be analyzed for 

malicious activity. With this amount of data to analyze one can guess that data mining will become quite computationally expensive. Unfortunately, for some 

processing power or memory is not always cheap or available. Of course there may be the argument that you only need samples of the data in order to generate 

profiles, but there will also be the argument that analyzing anything, especially network traffic, without all the data could lead to false conclusions. Another 

obstacle will be tailoring data mining algorithms and processes to fit intrusion detection. An effort to identify how the data needs to be looked at in order to 

provide us with a better picture is surely integral in providing accurate and effective results. 

 

6. SYSTEM ARCHITECTURE 
The overall system architecture is designed to support a data mining-based IDS with the properties described throughout this paper. As shown in Figure 2, the 

architecture consists of sensors, detectors, a data warehouse, and a model generation component. This architecture is capable of supporting not only data gath-

ering, sharing, and analysis, but also data archiving and model generation and distribution 

The system is designed to be independent of the sensor data format and model representation. A piece of sensor data can contain an arbitrary number of features. 

Each feature can be continuous or discrete, numerical or symbolic. In this framework, a model can be anything from a neural network, to a set of rules, to a 

probabilistic model. To deal with this heterogeneity, an XML encoding is used so each component can easily exchange data and/or models. 

Our design was influenced by the work in standardizing the message formats and protocols for IDS communication and collaboration: the Common Intrusion 

Detection Framework (CIDF, funded by DARPA) [29] and the more recent Intrusion Detection Message Exchange Format (IDMEF, by the Intrusion Detection Work-

ing Group of IETF, the Internet Engineering Task Force). Using CIDF or IDMEF, IDSs can securely exchange attack information, encoded in the standard formats, to 

collaboratively detect distributed intrusions. In our architecture, data and model exchanged between the components are encoded in our standard message 

format, which can be trivially mapped to either CIDF or IDMEF formats. The key advantage of our architecture is its high performance and scalability. That is, all 

components can reside in the same local network, in which case, the work load is distributed among the components; or the components can be in different 

networks, in which case, they can also participate in the collaboration with other IDSs in the Internet. 
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FIGURE 2: THE ARCHITECTURE OF DATA MINING BASED IDS 

 

7. CONCLUSION 
Obviously data mining and anomaly detection is not a silver bullet for intrusion detection, nor should it be a replacement for misuse detection. The goal should be 

to effectively integrate anomaly detection and misuse detection to create an IDS which will allow an analyst to more accurately and quickly identify an attack or 

intrusion on their network. 

A serious limitation of our current approaches (as well as with most existing IDSs) is that we only do intrusion detection at the network or system level. However, 

with the advent and rapid growth of e-Commerce (or e-Business) and e-Government (or digital government) applications, there is an urgent need to do intrusion 

and fraud detection at the application-level. This is because many attacks may focus on applications that have no effect on the underlying network or system 

activities. We have previously successfully developed data mining approaches for credit card fraud detection [2, 3, 4]. We plan to start research efforts on IDSs for 

e-Commerce and e-Government applications in the near future. We anticipate that we will be able to extend our current approaches to develop application-level 

IDSs because the system architecture and many of our data mining algorithms are generic (i.e., data format independent). For example, we can develop (and 

deploy) a sensor for a specific application, and extend the correlation algorithms, with application domain knowledge, in the detectors to combine evidences from 

the application and the underlying system in order to detect intrusion and frauds. 
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