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ABSTRACT 

Data mining is becoming main stream technology used in business intelligence and applications. Data mining offers tools for discovery of relationship, patterns and 

knowledge from a massive database in order to guide decision about future activity. Probabilistic Graphical Models also known as Bayesian networks are popular 

and powerful tool in data mining. Bayesian networks provide a general and effective frame work for knowledge representation and reasoning under uncertainty. 

It is one of most effective theory models in expression of uncertainty knowledge because it has a strong ability for probabilistic reasoning and the characteristic of 

easy understanding to humans. A Bayesian network is a combination of a qualitative and a quantitative component. Structural information of domain can be 

represented in form of qualitative part and causality, relevance or (in) dependence relationships between variables. Using quantitative part, we can add uncertainty 

in to model and represents probability distributions that quantify these relationships. Once a complete Bayesian network has been built, it is an efficient tool for 

performing inferences. However, there still remains the previous problem of building such a network, that is, to provide the graphical structure and the numerical 

parameters necessary for characterizing it. As it may be difficult and time-consuming to build Bayesian networks using the method of eliciting opinions from domain 

experts, and there are various different domains that provides data. Learning Bayesian networks from this domain is challenging. Bayesian networks have received 

considerable attention from the machine learning community. There are many machine learning algorithms for automatically building Bayesian networks from 

data. In this paper algorithms based on Bayesian classification approach Bayes net, log score and structure learning are used for combinatorial optimization problem 

for commercial big data. Practical machine learning and data mining open source software weka 6.3.2 is used for knowledge discovery and data mining. 

 

KEYWORDS 
bayesian networks classifier, machine learning, scoring function, structure learning.  

 

1. INTRODUCTION  
ayesian networks compactly represent a joint probability distribution by exploiting a set of independence assumptions between the set of random variables. 

A Bayesian network is a probabilistic graphical model where the random variables are represented as nodes and the conditional dependencies of the 

random variables are represented as edges. In Bayesian networks model selection and a structure that maximizes the posterior probability with respect to 

the data is very difficult. The space of all structures is super-exponential in the number of random variables and finding the optimal structure is known to be NP-

hard. Many methods have been devised to overcome the obstacle of searching through such a large space. To cut down the space size greedy methods and 

decomposability of local scoring matrix like BDeu score. With decomposable metrics, the chosen modification can be evaluated separately from the rest of the 

network. 

In traditional score-based search algorithms, the evaluation of the modification still requires looking at the entire dataset. If the size of data set increase the 

scanning database becomes very expensive. 

Using a Bayesian network capturing the relationships between our uncertain beliefs in the propositions learning the truth value of one or more of the propositions, 

we can use Bayesian inference algorithms to find updated beliefs for each of the other propositions, and updated relationships between the propositions. 

LEARNING BAYESIAN STRUCTURE 

In technical term Bayesian network encodes a joint probability distribution over a set of random variables. A variable may be countable number or finite number 

of states or it may be continuous. Lower case letters are used to represent single variables and upper case letters are used to represent set of variables. We write 

x=m to denote the variable x is in state m. When we observe the state of every variable in set X, we call this set of observations a state of X. The joint space of a 

set of variables U is the set of all states of U. Using p(x/y) to denote the set of joint probability distribution over U is the probability distribution over the joint space 

of X, each one conditional on every state in the joint space of Y. A problem domain is a set of variables.  

The structure of Bayesian network will depend on how the variables are ordered in the expansion of the equation 1. If the order is chosen carelessly, the resulting 

network structure may fall to reveal many conditional independencies in the domain. In practice, generally domain expert often can readily assert casual relation-

ship among variables in a domain and use these assertions to construct a Bayesian network structure, without preordering the structure. Knowledge about uncer-

tain domain is represented by graphical structure. each node in the graph represents a random variable and the edges between two nodes represent probabilistic 

dependencies among the corresponding random variables. 

Conditional dependencies in the graph are estimated by known statistical and computational methods. Thus Bayesian networks combine ideology from graph 

theory, probability theory, computer science and statistics. Bayesian networks correspond to another Graphical Model structure known as a directed acyclic graph 

(DAG) that is popular in the Statistics, the Machine Learning. Bayesian Learning is both mathematically thorough and intuitively understandable. They enable an 

effective representation and computation of the joint probability distribution over a set of random variables (Pearl, 2000). 

The structure of a directed acyclic graph is defined by two sets the set of nodes (vertices) and the set of directed edges. The nodes represent random variables 

and are drawn as circles labeled by the variables names. Direct dependence among the variables edges between nodes represented by arrows. The domain 

knowledge allows experts to draw an arc to a variable from each of its direct causes. Bayesian networks that specified the Joint Probability distribution using 

factored form, all possible inference queries by marginalization evaluated, i.e., summing out over 'irrelevant' variables. Two types of inference support are often 

considered: predictive support for node Xi, based on evidence nodes connected to Xi through its parent nodes (called also top-down reasoning) and diagnostic 

support for node, based on evidence nodes connected to Xi through its children nodes (called also bottom-up reasoning). In general, the full summation (or 

integration) over discrete (continuous) variables is called exact inference and known to be an NP-hard problem. Some efficient algorithms exist to solve the exact 

inference problem in restricted classes of networks. In many practical settings the Bayesian networks is unknown and one needs to learn it from the data. This 

problem is known as the Bayesian networks learning problem, which can be stated informally as follows.  

B
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Estimate the graph topology and the parameters of the joint probability distribution in the Bayesian networks. Node Xi has no parents then its local probability 

distribution is said to be unconditional. If the variable represented by a node is observed, then the node is said to be an evidence node, otherwise the node is said 

to be hidden node. In order to do Bayesian inference, prior probabilities and posterior probabilities are required. Each node is associated with it the conditional 

distribution for its variable. Each node has incoming edges from the nodes associated with the variables on which the node’s conditional distribution is conditional 

Such a representation is a Bayesian network.  

Several scoring functions for learning Bayesian networks have been proposed in the literature. It is common to classify scoring functions into two main categories: 

Bayesian and information-theoretic. In general, for efficiency purposes, these scores need to decompose over the network structure. The decomposability property 

allows for efficient learning algorithms based on local search methods. Moreover, when the learning algorithm searches in the space of equivalence classes of 

network structures, scoring functions must also be score equivalent, that is, equivalent networks must score the same. 

 

2. CLASSIFICATION METHODOLOGY  
Classification is an extensively researched topic in data mining and machine learning. The main hurdle to leveraging the existing classification methods is that these 

assume record data with a fixed number of attributes. In general, people dealing with sequence data use to convert the data into non-sequential data and then 

apply traditional classification algorithm. Commonly used classification algorithms are decision trees, k nearest neighbors, support vector machines, and bayes 

classifiers. Here, we briefly outline the basic classification algorithms. Though the methods to achieve classification vary based on the dataset and the model used, 

all the classifiers have something in common. The commonality is that they divide the given object space into disjunctive sections that are mapped to a given class. 

Bayesian classifiers are based on the assumption that the objects of a class can be modeled by a statistical process. Each data object has its origin the process of a 

given class with a certain probability and each process of a class generates objects with a certain probability called prior probability. To decide which class is to be 

predicted for a given object, it is necessary to determine the probability called the posterior probability of the object. It describes the probability that an object 

has its origin in that particular class. To determine the posterior probability, the rule of Bayes is used. 

In Bayesian, classifier training is very fast. Also the model designed is simple and intuitive. Error is minimized in Bayesian, classifier subject to the assumptions of 

independence of attributes and data satisfying distribution model. Both these methods are used in machine learning and related algorithm know as Naive Bayes 

Classifier and Decision tree J48 are developed in weka 3.6.2 open source software. These two algorithms are used for classification of the data. 

For classification and prediction decision trees are powerful and popular tools. Decision trees are more popular because in contrast to the neural network based 

approach they generate rules. These rules can easily be interpreted so that we can understand them. These rules can also be transformed into a database access 

language like SQL in order to retrieve quickly the records falling into a particular category.  

For classification, the attribute values of a new object are tested beginning with the root. At each node, the data object can pass only one of the tests that are 

associated with the departing edges. The tree is traversed along the path of successful tests until a leaf is reached. Multiple algorithms have been proposed in the 

literature for constructing decision trees Generally, these algorithms split the training set recursively by selecting an attribute. The best splitting attribute is deter-

mined with the help of quality criteria. Examples of such quality criteria are information gain, gini index, Shannon information theory, and statistical significance 

tests. The advantages of decision trees are that they are very robust against attributes that are not correlated to the classes because those attributes will not be 

selected for a split. Another more important feature is the induction of rules. Each path from the root to a leaf provides a rule that can be easily interpreted by a 

human user. Thus, decision trees are often used to explain the characteristics of classes. 

2.1 BAYESIAN SCORING FUNCTION 
Compute the posterior probability distribution, starting from a prior probability distribution on the possible networks, conditioned to data T, that is, P (B|T). The 

best network is the one that maximizes the posterior probability. Since the term P (T) is the same for all possible networks, in practice, for comparative purposes, 

computing P(B, T) is sufficient. As it is easier to work in the logarithmic space, the scoring functions use the value log (P(B, T)) instead of P(B, T).  

2.2 LOCAL SCORING METRICS 

Local score metrics implemented Bayes, BDe, MDL, entropy, AIC. The minimum description length principle establishes an appropriate trade-off between com-

plexity and precision in order to represent the network, we must store its probability values, and this requires a length which is proportional to the number of free 

parameters of the factorized joint probability distribution.  

We have implemented various local search hill climbing algorithms such as K2, Hill Climb and Tree Augmented Naive Bayes. K2 adds arcs with a fixed ordering of 

variables. Hill climbing adding and deleting arcs with no fixed ordering of variables. Calculating the maximum weight spanning tree using Chow and Liu algorithm 

a tree can be formed. 

 

3. DATA ANALYSIS AND RESULTS 
Reserve bank data of year 1992 to 2012 is used for Bayesian classification Bayesian net structure learning and analysis of assets and liability. There are 45 attributes 

and 1859 instances. In the data one of the attribute is bank groups. There are five bank groups Foreign banks, Nationalized bank, New private sector banks, Old 

private sector banks, SBI And Its Associates. Other details of attributes are in appendix table A. Three selected machine learning algorithms Bayesian classification 

Bayes net local space search algorithm K2, Hill Climb. TAN algorithms are used from- Weka 3.6.2 open source software. For each of these algorithms, five different 

executions were repeated with different seed values. At each execution the seed value was used to perform stratified cross validation. Thus, the results can be 

interpreted / analyzed in a more realistic way. In Bayesian, classifier training is very fast. Also the model designed is simple and intuitive. In Bayesian, classifier 

error is minimized subject to the assumptions of independence of attributes and data satisfying distribution model. The precision results were obtained by Bayesian 

Classifier Bayes net and Naive Bayes, Bank Group was taken as parent node The Bayesian approach yielded an 73% correctly classified instances and incorrectly 

classified instances 27%. The main motivation for testing the Bayes net approach was its efficiency, and simplicity, however, the results obtained show that Bayes 

net TAN local Search structure is effective as desired. Various log score are obtained for different local search algorithms. Bayes Network can be learned using 

search algorithms and quality measures. Base class for a Bayes Network classifier. Provides data structures (network structure, conditional probability distributions, 

etc.) and facilities common to Bayes Network learning algorithms like K2.The overall accuracy is another measure commonly used for investigating the quality of 

classifiers. Accuracy values should be analyzed carefully, because they are not recommended to make decisions about the best classifiers, nonetheless, they can 

be useful to have intuition about general trends. While precision gives a notion of the proportion of correct predictions out of all the positive predictions, accuracy 

gives the proportion of correct predictions out of all the examples, either positive or negative. The overall accuracy is calculated using various algorithms and 

Obtained results are given in Appendix table A. Other statistical measures Confusion matrix, Kappa Statistics, ROC curve True positive rate, false positive rate is 

displayed in the appendix table B. 

TABLE 1: VARIOUS STRUCTURE LEARNING MEASURES 
 

 

 

 

 

 

 

 

 

 

 

Various Algorithms TAN Hill-Climb K2 

Time taken to build model(in seconds) 0.45 0.36 0.14 

Correctly Classified Instances  96.50% 72.55% 72.55% 

Incorrectly Classified Instances  3.50% 27.45% 27.45% 

Kappa statistic  0.9526 0.6363 0.6363 

Mean absolute error  0.0153 0.1109 0.1109 

Root mean squared error  0.1075 0.3176 0.3176 

Relative absolute error  5.17% 37.47% 37.47% 

Root relative squared error  27.95% 82.57% 82.57% 
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Here TAN algorithm provides the best result in terms of accuracy with 96% correctly classified instances, Kappa statistics 0.9526, Mean squared and Root mean 

squared error are near to zero. 

TABLE 2: BAYESIAN NET LOG SCORE OF VARIOUS ALGORITHM 

Various Log Score TAN Hill-Climb K2 

Log Score Bayes -67445.33 -99300.54 -99300.54 

Log Score Bdeu -246987.56 -107581.78 -107581.78 

Log Score MDL -184265.78 -106345.90 -106345.90 

Log Score ENTROPY -97254.47 -99951.50 -99951.50 

Log Score AIC -120373.47 -101650.50 -101650.50 

Tan algorithm of structure learning provides best log score Bdeu and second best score MDL compare to Hill climb and K2 algorithm 

 

FIGURE 1: BAYESIAN NET USING BANK GROUP AS PARENT NODE 

 
 

All 45 attributes were taken and Bayesian Net structure learned with relationship between nodes and probability as parameters obtained for each node. 
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FIGURE 2: TAN GRAPH OF BAYESIAN NETWORK 

 
Tan graph provides the structure of the graph and dependencies among all 45 attributes. 

 

FIGURE 3: NUMBER OF BANK GROUP 

 
Using classification and probabilistic querying we can get the categorical information of various Bank groups information from the data. 

 

FIGURE 4: PROBABILITY DISTRIBUTION OF BANK GROUP 

 
The whole database is converted in the form of probability. The above figure display the probability related to bank group data. 

 

FIGURE 5: STRUCTURE LEARNING ALGORITHM PERFORMANCE 

 
Comparison of various measures of classification of various structure learning algorithms  
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FIGURE 6: PERFORMANCE OF BAYESIAN NET LOG-SCORE 

 
 

FIGURE 7: MEASURES OF CLASSIFICATION OF BAYESNET 
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FIGURE 8: LIMITED NODE STRUCTURE - BAYESIAN NET USING BANK GROUP AS PARENT NODE 

 
 

Only three attribute are taken relationship between nodes and probability obtained for each attribute. 
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FIGURE 9: NUMBER OF BANKS AND RELATED PROBABILITY OF EACH BANK 

 
 

4. CONCLUSIONS 
Various Bayesian classification approaches Bayesnet perform well. The local structure search obtained by Tree Augmented Naive Bayes where the tree is formed 

by calculating the maximum weight spanning tree using Chow and Liu algorithm perform batter. Graphical models capable of displaying relationships clearly and 

intuitively with conditional probability of each node. Graphical model can be used to represent indirect in addition to direct causation. For different no of attributes, 

the Bayes log-score is different. If number of attributes or node increases Bayesian net perform batter. Bayesian networks are directional, thus being capable of 

representing cause-effect relationships various search algorithm. 
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APPENDIX 
A. 

=== Run information === 

Scheme:weka.classifiers.bayes.BayesNet -D -Q weka.classifiers.bayes.net.search.local.K2 -- -P 1 -S BAYES 

 -E weka.classifiers.bayes.net.estimate.SimpleEstimator -- -A 0.5 

Relation: For analysis Assets ver 1 

Instances: 1858 

Attributes: 45 

 Year 

 Bank Group 

 Banks 

 Amount in Rupees 

 1. Cash in hand 

 2. Balances with RBI 

 3. Balances with banks in India 

 4. Money at call and short notice 

 5. Balances with banks outside India 

 6.1. Investments in India 

 6.2. Investments outside India 

 6. Investments 

 7A.1. Bills purchased and discounted 

 7A.2. Cash credits, overdrafts & loans 

 7A.3. Term loans 

 7. Advances 

 7B.1. Secured by tangible assets 

 7B.2. Covered by Bank/Govt. Guarantees 

 7B.3. Unsecured 

 7C.I. Advances in India 

 7C.II. Advances outside India 

 8.1. Premises 

 8.2. Fixed assets under construction 

 8.3. Other Fixed assets 

 8. Fixed Assets 

 9.1. Inter0office adjustments (net) 

 9.2. Interest accrued  

 9.3. Tax paid 

 9.4. Stationery and Stamps 

 9.5. Others 

 9. Other Assets 

 (i) Government securities 

 (i) Government securities 

 (iii) Banks 

 (iii) Others 

 (iii) Shares 

 (ii) Other approved securities 

 (ii) Public sectors 

 (ii) Subsidiaries and/or joint ventures 

 (i) Priority sectors  

 (iv) Debentures and Bonds 

 (iv) others 

 Total Assets 

 (vi) Others 

 (v) Subsidiaries and/or joint ventures 

Test mode:10-fold cross-validation 
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B. 

=== Classifier model (full training set) === 

Bayes Network Classifier 

not using ADTree 

#attributes=45 #classindex=1 

Network structure (nodes followed by parents) 

Year(2): Bank Group  

Bank Group(5):  

Banks(127): Bank Group  

Amount in Rupees(1): Bank Group  

1. Cash in hand(8): Bank Group  

2. Balances with RBI(8): Bank Group  

3. Balances with banks in India(5): Bank Group  

4. Money at call and short notice(3): Bank Group  

5. Balances with banks outside India(6): Bank Group  

 6.1. Investments in India(9): Bank Group  

 6.2. Investments outside India(6): Bank Group  

6. Investments(7): Bank Group  

 7A.1. Bills purchased and discounted(7): Bank Group  

 7A.2. Cash credits, overdrafts & loans(6): Bank Group  

 7A.3. Term loans(7): Bank Group  

7. Advances(6): Bank Group  

 7B.1. Secured by tangible assets(7): Bank Group  

 7B.2. Covered by Bank/Govt. Guarantees(7): Bank Group  

 7B.3. Unsecured(8): Bank Group  

 7C.I. Advances in India(6): Bank Group  

 7C.II. Advances outside India(5): Bank Group  

 8.1. Premises(10): Bank Group  

 8.2. Fixed assets under construction(2): Bank Group  

 8.3. Other Fixed assets(6): Bank Group  

8. Fixed Assets(8): Bank Group  

 9.1. Inter0office adjustments (net)(2): Bank Group  

 9.2. Interest accrued (9): Bank Group  

 9.3. Tax paid(6): Bank Group  

 9.4. Stationery and Stamps(9): Bank Group  

 9.5. Others(5): Bank Group  

9. Other Assets(6): Bank Group  

 (i) Government securities(3): Bank Group  

 (i) Government securities(7): Bank Group  

 (iii) Banks(3): Bank Group  

 (iii) Others(4): Bank Group  

 (iii) Shares(6): Bank Group  

 (ii) Other approved securities(8): Bank Group  

 (ii) Public sectors(8): Bank Group  

 (ii) Subsidiaries and/or joint ventures(4): Bank Group  

 (i) Priority sectors (8): Bank Group  

 (iv) Debentures and Bonds(6): Bank Group  

 (iv) others(6): Bank Group  

Total Assets(7): Bank Group  

 (vi) Others(4): Bank Group  

 (v) Subsidiaries and/or joint ventures(5): Bank Group  

 

=== Stratified cross-validation === 

=== Detailed Accuracy By Class === 

 

TP Rate FP Rate Precision Recall F-Measure ROC Area Class 

0.74 0.072 0.862 0.74 0.796 0.939 FOREIGN BANKS 

0.853 0.077 0.759 0.853 0.803 0.968 NATIONALISED BANKS 

0.536 0.06 0.443 0.536 0.485 0.874 NEW PRIVATE SECTOR BANKS 

0.651 0.082 0.707 0.651 0.678 0.899 OLD PRIVATE SECTOR BANKS 

0.716 0.057 0.545 0.716 0.619 0.937 SBI AND ITS ASSOCIATES 

0.6992 0.073 0.741 0.726 0.729 0.931 Weighted Avg.  
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