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ABSTRACT 

The data mining techniques are used for evaluation of the data in order to find and represent the data in such manner by which the applications are becomes 

beneficial. Therefore, different kinds of computational algorithms and modeling’s are incorporated for analyzing the data. These computational algorithms are help 

to understand the data patterns and their application utility. The data mining algorithms supports supervised as well as unsupervised techniques of data analysis. 

This work is aimed to investigate about the supervised learning technique specifically performance improvements on classification techniques. The proposed clas-

sification model includes the multiple classifiers namely Bayesian classifier, k-nearest neighbor and the c4.5 decision tree algorithm. By nature of the outcomes and 

the modeling of the data these algorithms are functioning differently from each other. Thus, a weight based classification technique is introduced in this work. The 

weight is a combination of outcomes provided by the implemented three classifiers in terms of their predicted class labels. Using the weighted outcomes, the final 

class label for the input data instance is decided. The implementation of the proposed working model is performed with the help of JAVA and WEKA classes. The 

results obtained by experimentation of the proposed approach with the vehicle data set demonstrate the high accurate classification results. Thus, the proposed 

model is an effective classification technique as compared to single model implementation for classification task. 

 

KEYWORDS 
data mining, classification, supervised learning, ensemble learning, performance improvement. 

 

INTRODUCTION 
ata mining is a task of data analysis. In this process the similarity and difference among the available set of data is computed. Using this technique, the 

patterns are established that is used for different applications in order to make decisions, classifications and predictions. According to the algorithm 

applied on data these applications are performed. These various kinds of algorithms which are categorized in two major categories namely supervised 

approaches and unsupervised approaches. In this work the supervised learning approaches are studied more specifically the classification algorithms. Basically, 

the classification algorithms first learn from the data and then used for classifications of similar patterns.  

The learning of the algorithm depends upon the quality of data and the present noise in the data patterns. Additionally, the process of learning is also creating 

impact of learning. But in supervised learning techniques it is expected to generate the high accurate results in less time resource consumption. Therefore, the 

performance improvement of classification technique is one of the essential tasks in data mining in terms of classification accuracy and the resource consumption. 

The performance can be improved in three major phases by enhancing the quality of data therefore the feature extraction techniques are used, or by manipulating 

the learning algorithm in these techniques the traditional algorithms are modified for improving the learning capability or by implementing the ensemble learning 

algorithms. In this work the study of ensemble learning is the primary aim of the work additionally enhancing the traditional approach of learning is the second 

key aim. 

 

PROPOSED WORK 
This chapter provides the details about the proposed system design and their functional aspects. Therefore, first the overview of the system is provided and then 

the system model is described. Finally, the proposed approach is summarized using the algorithm steps. 

A. SYSTEM OVERVIEW 
In data mining techniques, the performance improvements can be performed in all the three possible stages of data analysis. In data mining the three phases are 

dataset input, training using the algorithm and the testing of the algorithm. During the input of data, the data can also be transformed for recovering the essential 

features for training, or by pre-processing techniques the quality of data can be optimized. In next the modification and enhancements can also be performed by 

optimizing the learning algorithms. Finally, in the post processing stages the performance can also be optimized. These post processing techniques are termed as 

the ensemble learning techniques such as bagging and boosting. 

By the motivation of the ensemble learning techniques the proposed work is intended to design a new weighted technique for improving the classification perfor-

mance. This technique incorporates more than on learner in classification system and using the predicted outcomes of these learners the combined outcome for 

the single instance of data is generated. The combination of results is given using the weight building. The weights are computed on the basis of some intermediate 

coefficients. That is user dependent values which are vary between 0-1. Additionally, according to the requirements these values can be adjusted by the designer. 

By using these coefficients and the predicted outcomes of the classifiers the final outcome of classifier is predicted. The proposed technique’s overview is described 

in this section and the next section explains the working of the proposed methodology. 

B. SYSTEM DESIGN 
The proposed classification technique is demonstrated using figure. The different components of the system are also listed in this diagram. The detailed description 

of the involved components is given as: 

 

  

D 



VOLUME NO. 7 (2017), ISSUE NO. 11 (NOVEMBER)  ISSN 2231-1009 

INTERNATIONAL JOURNAL OF RESEARCH IN COMPUTER APPLICATION & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

82

FIGURE 1: PROPOSED SYSTEM 

 
Input dataset: the data mining systems are works on the data for finding the valuable patterns. In this experiment the structured data is used for analysis and 

design. Therefore, the vehicle dataset is used for experimentation and design. This dataset is available in ARFF (attribute relationship file format) and CSV (comma 

separated file) in UCI repository. Not only can the vehicle data set function in this system other ARFF files can also works with the system. 

Bayesian classifier: The standard approach to Bayesian classification uses the chain rule to decompose the joint distribution: 

 
The first term on the right-hand side of (1) is the prior probability of the class labels. These can be directly estimated from the training data, or from a larger sample 

of the population. For example, we can often get statistics on the number of, say, breast cancer occurrences in the general population. The second term on the 

right-hand side of (1) is the distribution of attribute values given the class label. The estimation of this term is usually more complex, and we elaborate on it below. 

Once we have an estimate of and  we can use Bayes rule to get the conditional probability of the class given the attributes: 

 

where  is a normalization factor that ensures that the conditional probability of all possible class labels sums up to 1. (In practice, we do not need to explicitly 

evaluate this factor because it is constant for a given instance.) Using (2) we can classify new instances by combining the prior probability of each class with the 

probability of the given attribute values given that class. 

The Naive Bayes classification algorithmic rule is a probabilistic classifier. It is based on probability models that incorporate robust independence assumptions. The 

independence assumptions usually don't have an effect on reality. So, they're thought of as naive. You can derive probability models by using Bayes' theorem 

(proposed by Thomas Bayes). Based on the nature of the probability model, you'll train the Naive Bayes algorithm program in a very supervised learning setting. 

In straightforward terms, a naive Bayes classifier assumes that the value of a specific feature is unrelated to the presence or absence of the other feature, given 

the category variable. There are two types of probability as follows: 

• Posterior Probability [P (H/X)] 

• Prior Probability [P (H)] 

Where, X is data tuple and H is some hypothesis. According to Bayes’ Theorem 

 
KNN classifier: The K-nearest-neighbor algorithm measures the distance between a query scenario and a set of scenarios in the data base. The distance between 

these two scenarios is estimated using a distance function d (x, y), where x, y are scenarios developed through features, like  

 

 
The frequently used distance functions are absolute distance measuring using: 

 
And second is Euclidean distance measuring with: 

 
The overall KNN algorithm is running in the following steps: 

1. Store the output values of the M nearest neighbors to query scenario Q in vector r = {r1,…...,rm} by repeating the following loop M times: 

a. Go to the next scenario Si in the data set, where I is the current iteration within the domain {1……P} 

b. If Q is not set or q < d (q, Si): q �d (q, Si), t �Oi 

c. Loop until we reach the end of the data set. 

d. Store q into vector c and t into vector r. 

2. Calculate the arithmetic mean output across r as follows: 

 
3. Return r as the output value for the query scenario q 

C4.5 classifier: C4.5 (developed by Quinlan, 1993) an algorithm that learns the decision-tree classifiers, it has been observed that C4.5 performs short in the domain 

where there is pre-entrance of continuous attributes compared with the learning tasks with mostly separate attributes. For instance, a system which looks for 

well-defined decision tree with 2 levels and then put comments [8]: 
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“The accuracy of trees made with T2 is equalized or even exceed trees of C4.5 upon 8 out of all the datasets, with the entire except one that have incessant 

attributes only.” 

INPUT: An exploratory data set of data (D) portrayed with the means of discrete variables. 

OUTPUT: A decision tree say T which is constructed by means of passing investigational data sets. 

1) A node (X) is created; 

2) Check if the instance falls in the same class. 

3) Make node (X) as the leaf node and assign a label CLASS C; 

4) IF attribute list is empty, THEN 

5) Make node(X) a leaf node and assign a label of most customary CLASS; 

6) Now choose an attribute which has highest information gain from the provided attribute List, and then marked as the ; 

7) Confirming X in the role of the ; 

8) In order to have a recognized value for every  for dividing the samples; 

9) Generating a fresh twig of tree that is suitable for  = atti from node X; 

10) Take an assumption that Bi is a group of =atti in the samples; 

11) If Bi = = NULL, THEN 

12) Add a new leaf node, with label of most common class; 

13) ELSE a leaf node is going to be added and returned by . 
This section provides the implementation of the classical C4.5 algorithm the next section provides the concept for enhancing the model performance. 

Trained model: after processing of the training set the system generates the mathematical model for evaluation of similar kinds of data patterns. In this context, 

the Bayesian classifier computes the probability for events, KNN classifier computes the distance among the available data instances and the C4.5 algorithm 

generates the tree structure for the input training set. This tree structure help to invoke the test set attributes for predicting the class labels.  

Test set: the test set is additional sample data which is used for evaluation of data model. After preparing the data models the test set instances are evaluated 

one by one to generate the class labels. In this context, the KNN algorithm finds the likely instances of data with their classes, similarly the Bayesian classifier 

computes the posterior probability for finding the class labels and finally the C4.5 generate the class labels by using the tree invocation process. 

Predicted class: all the implemented classification techniques accept the test data as input and for each instance of the data the classifiers generates the class 

labels. According to the generated classes and the data instance is produced in next step for computing the weights and generating the final classes for the instance 

data. 

Weight computation: the predicted class labels by the trained classifiers are used here for computing the final class label for data instance. In order to compute 

the weights the class labels are treated here in terms of numerical values. In order to compute the weights for predicted outcome the following formula is used: 

 

Where, W is the computed weight of the class, and  are the classes predicted by the classifiers. And  are the coefficient selected 

between 0-1 and such that . That is user dependent function which can be regulated according to the priority of the designer. In this 

presented work the weight coefficients are equally distributed for 0.33 to all the classifiers.  

Class labels: that is the final outcome of the proposed ensemble learning based classification technique. That is the most likely outcome which is predicted by the 

implemented classifiers on the basis of weights.  

C. Proposed Algorithm 
This section provides the understanding about the proposed classification algorithm. That algorithm is summary of the entire steps involved in the proposed 

working model. Following table contains the proposed algorithm steps: 
 

TABLE 1: PROPOSED ALGORITHM 

Input: training dataset T, testing dataset Ts 

Output: class labels of test dataset C 

Process: 

1.  

2.  

3.  

4.  

5.  

6.  

a.  

b.  

c.  

d.  

e.  
7. End for 

8. Return C 
 

RESULTS ANALYSIS  
The performance of the proposed hybrid algorithm over different classifier algorithms are evaluated and compared in this chapter. Therefore, the different per-

formances factors are evaluated and demonstrated in this section i.e. accuracy, error rate, memory consumption and time complexity. 

A. Accuracy 
The performance of the classifier in terms of accuracy is given in this section. The performance evaluation of proposed hybrid classifier is evaluated using imple-

mentation of all three classifiers. The accuracy of the system can be given using the following formula. 

  



VOLUME NO. 7 (2017), ISSUE NO. 11 (NOVEMBER)  ISSN 2231-1009 

INTERNATIONAL JOURNAL OF RESEARCH IN COMPUTER APPLICATION & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

84

 

 
 

The performance of the proposed system and another individual classifier algorithm is provided using the following figure and table. In all the experimentation, 

we take a similar data set for k-NN, C4.5, Bayesian and proposed hybrid classification approach of different experiments. The blue bars in the given figure contain 

the hybrid classification performance for the original datasets without any change. The brown bar of the figure demonstrates C4.5; similarly, orange and yellow 

bar depicts the kNN and Bayesian classifiers. According to the obtained results the proposed classifier performs much better learning for proposed data quality 

enhancement and improvement classification of the system as compared to other classifiers. In this graph, proposed classifier obtaining higher accuracy rate for 

large number of correct data classification. 

GRAPH 1: COMPARE ACCURACY 

 
 

TABLE 2: TABULAR FORM OF ACCURACY 

Number of Experiments Proposed Hybrid Approach k-NN C 4.5 Bayesian 

1 97.5 82.5 88.75 93.75 

2 97 83 86.5 92.1 

3 96 85.3 89.6 93.4 

4 96 84.2 86 91.8 

5 97.8 88.2 90.6 92 

6 95.6 86.9 89 89 

B. Error Rate  
The error rate of the classifier reports the amount of data that are not properly recognized during the classification. The error rate of the classifiers can be evaluated 

using the following formula. 
 

 

 
 

GRAPH 2: COMPARE ERROR RATE 
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In this figure and table shows the error rate of the implemented classification system. Therefore, to represent the performance of the algorithms the X axis contains 

the different experimental individually and the Y axis shows the error rate percentage of all classifiers. In above demonstration, high percentage of error rate is 

producing by kNN classifier which has high number of misclassified pattern, whereas other two classifiers have average error rate performance. According to the 

obtained performance the proposed technique produces the less error rate where less number of data have been misclassified as compared to the other remain 

3 classifiers. Therefore, the proposed technique is much effective for classification improvement  

 

TABLE 3: TABULAR FORM OF ERROR RATE 

Number of Experiments Proposed Hybrid Approach k-NN C 4.5 Bayesian 

1 2.5 17.5 11.25 6.25 

2 3 17 13.5 7.9 

3 4 14.3 10.4 6.6 

4 4 15.8 14 8.2 

5 2.2 11.8 9.4 8 

6 4.4 13.1 11 11 

C. Memory Consumption 
Memory consumption of the system also termed as the space complexity in terms of algorithm performance. This can be calculated using the following formula: 

 
The amount of memory consumption depends on the amount of data reside in the main memory, therefore that effect the computational cost of an algorithm 

execution. The performance of the implemented proposed classifier along with other traditional classifier for data classification is given using figure and table.  

For reporting the performance, the X axis of figure contains the different number of code execution and the Y axis shows the respective memory consumption of 

proposed and other classifiers during the execution of system in terms of kilobytes (KB). According to the obtained results the performance of the proposed Hybrid 

Classification approach consuming moderate space of the system when data being executing. By the given graph, C4.5 and Bayesian are taking little space for 

execution where proposed approach and K-NN taking high number of space. Therefore, we conclude that it is the limitation of the project of space complexity.  

 

GRAPH 3: COMPARE MEMORY CONSUMPTION 

 
 

TABLE 4: TABULAR FORM OF MEMORY 

Number of Experiments Proposed Hybrid Approach k-NN C 4.5 Bayesian 

1 113335 108030 47511 47525 

2 112547 123251 50321 51246 

3 143261 158456 48792 55846 

4 154812 153251 40215 60251 

5 136251 126254 44782 62147 

6 102542 118541 43625 57593 

D. Time Consumption 
The amount of time required to classify the entire test data is known as the time consumption. That can be computed using the following formula: 
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GRAPH 4: COMPARE TIME CONSUMPTION 

 
The time consumption of the proposed algorithm is given using figure and table. In this diagram the X axis contains the experimental scenario and the Y axis 

contains time consumed in terms of seconds for implemented classifiers. According to the comparative results analysis and given the performance hybrid classifi-

cation approach is executing small amount of time to process the dataset. In similar way, Bayesian also taking small amount of time but in respective of proposed 

it is little high amount of time consuming. We analysis the resulting graph where different data set produces result monotonically as consume less time to process 

dataset. 

TABLE 5: TABULAR FORM OF TIME VALUES 

Number of Experiments Proposed Hybrid Approach k-NN C 4.5 Bayesian 

1 12 341 184 22 

2 15 335 185 25 

3 16 345 170 30 

4 14 330 171 25 

5 17 354 180 35 

6 21 351 189 40 

Using the Template 

The main of the proposed work to investigate and design an ensemble learning based technique is accomplished successfully. This chapter provides the conclusion 

of the conducted research work and the obtained experimental results. In addition of that the feasible future work is also suggested in this chapter. 

 

CONCLUSION 
Data mining techniques supports various kinds of data modeling according to the requirements of the application and required outcomes. In addition of that the 

utilization of algorithms are also depends on the nature and type of data. In this presented work, the classification techniques are main aim of study. The classifi-

cation techniques are the supervised learning approaches that are used for prediction, pattern recognition, decision making and other complicated task. In these 

applications, the high accurate outcomes are required to be obtained. Therefore, different techniques of performance optimization of classifiers are utilized. In 

this presented work, the post processing of classifiers is studied and according to the obtained conclusion a new model for learning and accurate classification is 

presented. The proposed technique is motivated form the ensemble learning approach where the goodness of multiple classifiers is combined to optimize the 

final classification outcomes. 

Thus, the proposed work is intended to improve the performance of classification by using the traditional classifiers. Therefore, the ensemble learning approach 

is proposed for study. In this context three base classifiers namely Bayesian classifier, KNN (k-nearest neighbor) and C4.5 decision tree is selected for designing 

and developing the proposed system. Basically, the Bayesian classifier is a probabilistic approach of classification, kNN is the distance based classification approach 

and the C4.5 algorithms is a rule based data model that works on the basis of tree data modeling. Therefore, the functional process of the system is different from 

each other and need to find a suitable manner by which the outcomes of the classification can be optimized accordingly. Initially all the classifiers are trained using 

the similar training samples. During training the actual functionality of the classifiers are remain same. In further a test sample is also prepared that is the 30% of 

entire training data which is randomly selected from the initial training set. The test set is applied on the trained models and their predicted outcomes are gathered. 

These outcomes are used in next process for computing the final class labels for the data instances. 

The implementation of the proposed system requires the JAVA technology and the WEKA class libraries to be implemented for finding required results. During 

different number of experiments, the obtained results are noticed and their mean values are reported in the below table. 

 
TABLE 6: MEAN PERFORMANCE 

Parameters  Proposed  K-NN C4.5 Bays 

Accuracy  96.65 % 85.09 % 88.41 % 92.01 % 

Error  3.35 % 14.91 % 11.59 % 7.99 % 

Time  15.83 MS 342.66 MS 179.83 MS 29.5 MS 

Memory  127124.66 KB 131297.16 KB 45874.33 KB 55768 KB 

According to the obtained performance as given in above table the proposed technique is able to generate more accurate classification as compared to single 

classification technique implementation. Thus, the proposed technique is acceptable where the accuracy is required as compared to resource preservation.  

 

FUTURE WORK 
According to the computed results and the performance the proposed technique is found suitable and efficient for utilizing in the other applications where the 

accurate decisions are required. In near future, the following is work is feasible for extending the current implemented system. 

1. In near future, the work is extended for rule based classification enhancement and their optimization  
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2. The work can also be extendable with more classifiers such as neural network, SVM and others  

3. Need to improve the required memory consumption for utilizing in the other applications. 
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