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ABSTRACT 
Publishing data about individuals without revealing sensitive information about them is an important problem. k-anonymity has been proposed as a mechanism 

for protecting privacy in microdata publishing. In recently, several authors have recognized that k-anonymity cannot prevent attribute disclosure. To address this 

limitation the notion of l-diversity has been proposed, which requires the distribution of a sensitive attribute in each equivalence class has at least l well 

represented values. k-anonymity and l-diversity make it harder for the attacker to figure out private associations. But they still give away some knowledge and 

they do not give any guarantees on the amount of data being disclosed. Here, our analysis shows that k-anonymity and l-diversity has a number of limitations like 

homogeneity attack and background knowledge of the attacker. Motivated by these limitations in k-anonymity and l-diversity, we propose a novel notion of 

privacy called “Proximity”, in which we first present the base model “t-closeness”, which requires that the distribution of a sensitive attribute in any equivalence 

class is close to the distribution of the attribute in the overall table. Then secondly the flexible privacy model called (n, t)- Proximity is proposed. Finally we 

describe the desiderata for designing the distance measure and the Earth Mover’s Distance measure is used to measure the distance between two probabilistic 

distributions. 

 

KEYWORDS 
privacy preservation, data publishing, data security,  data anonymization. 

 

1.  INTRODUCTION 
gencies and many other organizations often need to publish microdata – tables that contain unaggregated information about individuals. These tables 

can include medical data, voter registration data, census data and customer data. Microdata is a valuable source of information for the research and 

allocation of public funds, trend analysis and medical research. Typically, such data is stored in a table, and each record or row corresponds to one 

individual. Each record has a number of attributes, which can be classified into explicit identifiers, quasi-identifiers and sensitive attributes.  

When releasing microdata, it is necessary to prevent the sensitive information of individuals from being disclosed. Two types of information disclosure have 

been identified in the literature [1], [2]: identity disclosure and attribute disclosure. Identity disclosure occurs when an individual is linked to a particular record 

in the released table. Attribute disclosure occurs when new information about some individuals is revealed. While the released table gives useful information to 

researchers, it presents disclosure risk to the individuals whose data are in the table. Therefore, our objective is to limit the disclosure risk to an acceptable level 

while maximizing the benefit. This is achieved by anonymizing the data before release.  The first step of anonymization  is to remove the explicit identifiers. 

However, this is not enough, as an adversary may already know the quasi-identifier values of some individuals in the table. This knowledge can be either from 

personal knowledge (e.g., knowing a particular individual in person), or from other publicly available databases (e.g., a voter registration list) that include both 

explicit identifiers and quasi-identifiers.  

We need to measure the disclosure risk of an anonymized table to effectively limit disclosure. Samarati [3] and Sweeney [4]  introduced k-anonymity, which 

requires that each equivalence class contains at least k-records. While k-anonymity protects against identity disclosure, it is insufficient to prevent attribute 

disclosure. To address this limitation k-anonymity, Machanavajjhala [5] introduced a new privacy, called l-diverstiy, which requires that the distribution of a 

sensitive attribute in each equivalence class has at least l well-represented values. The problem with the l-diverstiy is that it is limited in its assumption of 

adversarial knowledge. Meaning, it is possible for an adversary to gain information about a sensitive attribute as long as he has information about the global 

distribution of this attribute. This assumption generalizes the specific background and homogeneity attacks used to motivate l-diverstiy. In general, a problem 

with privacy preserving methods, is that they effectively assume all attributes to be categorical; the adversary either does or does not learn something sensitive. 

Here, in this paper, we propose a novel a new privacy notion called “proximity.”  We first formalize the idea of global background knowledge and use as the base 

model as t-closeness. This model requires that the distribution of sensitive attribute in any equivalence class to be close to the distribution of the attribute in the 

overall table. The distance between the two distributions should be no more than a threshold t. This effectively limits the amount of individual-specific 

information an observer can learn. However, an analysis on data utility shows that t-closeness substantially limits the amount of useful information that can be 

extracted from the released data. Based on the analysis, we propose a more flexible privacy model called (n, t)-proximity, which requires that the distribution in 

any equivalence class is close to the distribution in a large-enough equivalence class with respect to the sensitive attribute. That is the distance between the two 

distributions should be no more than a threshold t and the equivalence class contains at least n records. This limits the amount of sensitive information about 

individuals while preserves features and patterns about large groups. Our analysis shows that (n, t)-proximity achieves a better balance between privacy and 

utility than existing privacy models such as k-anonymity, l-diversity and t-closeness. 

Measuring the values of distance between sensitive attributes is a core task. Here we use the Earth Mover Distance metric [6] to measure the distance between 

two distributions. We also show that Earth Mover Distance has its limitations and describe our desiderata for designing the distance measure. Finally, we 

evaluate the effectiveness of the (n, t)-proximity model in both privacy protection and utility preservation through experiments on a real data set. 

 

2. K-ANONYMITY AND L-DIVERSITY 
The protection k-anonymity provides is simple and easy to understand. If a table satisfies k-anonymity for some value k, then anyone who knows only the quasi-

identifier values of one individual cannot identify the record corresponding to that individual with confidence greater than 1/k. While k-anonymity protects 

against identity disclosure, it does not provide sufficient protection against attribute disclosure. This has been recognized by several authors [5], [7], [8]. Two 

attacks were identified in [5]: the homogeneity attack and the background knowledge attack. Let us first show the two attacks with an example to give the 

intuition behind the problems with k-anonymity. 

Example 1. Table 1 shows medical records from a fictitious hospital located in upstate New York. Note that the table contains no uniquely identifying attributes 

like name, social security number, etc. In this example, we divide the attributes into two groups: the sensitive attributes (consisting only of medical 

condition/disease) and the non-sensitive attributes (zip code, age). An attribute is marked sensitive if an adversary must not be allowed to discover the value of 

that attribute for any individual in the dataset. Attributes not marked sensitive are non-sensitive. Furthermore, let the collection of attributes {zip code, age} be 

A
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the quasi-identifier for this dataset. Table 2 shows a 3-anonymous table derived from the table 1 (here “*” denotes a suppressed value so, for example, “zip 

code = 1485*” means that the zip code is in the range (14850 − 14859) and “age=3*”means the age is in the range (30 – 39)). Note that in the 3-anonymous 

table, each tuple has the same values for the quasi-identifier as at least two other tuples in the table. 

 

TABLE 1: ORIGINAL INPATIENT MICRODATA 

 Non-Sensitive Sensitive 

 Zip Code Age Disease 

1 

2 

3 

4 

5 

6 

7 

8 

9 

98677 

98602 

98678 

98905 

98909 

98906 

98605 

98673 

98607 

29 

22 

27 

43 

52 

47 

30 

36 

32 

Heart Disease 

Heart Disease 

Heart Disease 

Flu 

Heart Disease 

Cancer 

Heart Disease 

Cancer 

Cancer 

 

TABLE 2: A 3-ANONYMOUS INPATIENT MICRODATA 

 Non-Sensitive Sensitive 

 Zip Code Age Disease 

1 

2 

3 

986* 

986* 

986* 

2* 

2* 

2* 

Heart Disease 

Heart Disease 

Heart Disease 

4 

5 

6 

9890* 

9890* 

9890* 

≥ 40 

≥ 40 

≥ 40 

Flu 

Heart Disease 

Cancer 

7 

8 

9 

986* 

986* 

986* 

3* 

3* 

3* 

Heart Disease 

Cancer 

Cancer 

2.1 ATTACKS ON K-ANONYMITY 

Homogeneity Attack: Suppose John knows that James is a 27-year man living in ZIP 98678 and James’s record is in the table. From Table 2, John can conclude 

that James corresponds to one of the first three records, and thus, must have heart disease. 

Observation 1 k-Anonymity can create groups that leak information due to lack of diversity in the sensitive attribute. 

Background Knowledge Attack: Suppose that by knowing Roy’s age and zip code, John can conclude that Roy corresponds to a record in the last equivalence 

class Table 2. Furthermore, suppose John knows that Roy has a very low risk for heart disease. This background knowledge enables John to conclude that Roy 

most likely has cancer. 

Observation 2 k-Anonymity does not protect against attacks based on background knowledge. 

To address these limitations of k-anonymity,  Machanavajjhala [5] introduced l-diverstiy as a stronger notion of privacy. 

2.2 THE L-DIVERSITY PRINCIPLE 

An equivalence class is said to have l-diversity if there are at least l “well-represented” values for the sensitive attribute. A table is said to have l-diversity if every 

equivalence class of the table has l-diversity. Machanavajjhala [5] gave a number of interpretations of the term “well represented” in this principle: Distinct l-

diversity, Probabilistic l-diversity, Entropy l-diversity and Recursive (c, l)-diversity. 

 

3 THE L-DIVERSITY LIMITATIONS 
While the l-diversity principle represents an important step beyond k-anonymity in protecting against attribute disclosure, it has several shortcomings that we 

now discuss.  

l-diversity may be difficult to achieve and may not provide sufficient privacy protection. 

Example 2. Suppose that the original data have only one sensitive attribute: the test result for a particular virus. It takes two values: positive and negative. 

Further, suppose that there are 10000 records, with 99 percent of them being negative, and only 1 percent being positive. Then, the two values have very 

different degrees of sensitivity. One would not mind being known to be tested negative, because then one is the same as 99 percent of the population, but one 

would not want to be known/considered to be tested positive. In this case, 2-diversity does not provide sufficient privacy protection for an equivalence class that 

contains only records that are negative. In order to have a distinct 2-diverse table, there can be at most 10000 x 1% =100 equivalence classes and the 

information loss would be large. Also, observe that because the entropy of the sensitive attribute in the overall table is very small, if one uses entropy l-diversity, 

l must be set to a small value.  

l-diversity is insufficient to prevent attribute disclosure. Below, we present two attacks on l-diversity. 

Skewness attack: When the overall distribution is skewed, satisfying that l-diversity does not prevent attribute disclosure. Consider again Example 2. Suppose 

that one equivalence class has an equal number of positive records and negative records. It satisfies distinct 2-diversity, entropy 2-diversity, and any recursive (c, 

2)-diversity requirement that can be imposed. However, this presents a serious privacy risk, because anyone in the class would be considered to have 50 percent 

possibility of being positive, as compared with the 1 percent of the overall population. Now, consider an equivalence class that has 49 positive records and only 1 

negative record. It would be distinct 2-diverse and has higher entropy than the overall table (and thus, satisfies any Entropy l-diversity that one can impose), 

even though anyone in the equivalence class would be considered 98 percent positive, rather than 1 percent. In fact, this equivalence class has exactly the same 

diversity as a class that has 1 positive and 49 negative records, even though the two classes present very different levels of privacy risks 

Similarity attack: When the sensitive attribute values in an equivalence class are distinct but semantically similar, an adversary can learn important information. 

Consider the following example:  

Example 3. Table 3 is the original table, and Table 4 shows an anonymized version satisfying distinct and entropy 3-diversity. There are two sensitive attributes: 

Salary and Disease. Suppose one knows that James’s record corresponds to one of the first three records, then one knows that James’s salary is in the range [3K-

5K] and can infer that James’s salary is relatively low. This attack applies not only to numeric attributes like “Salary,” but also to categorical attributes like 

“Disease.” Knowing that James’s record belongs to the first. 
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TABLE 3: ORIGINAL  SALARY/DISEASE MICRODATA 

 Non-Sensitive Sensitive 

 Zip Code Age Salary Disease 

1 

2 

3 

4 

5 

6 

7 

8 

9 

98677 

98602 

98678 

98905 

98909 

98906 

98605 

98673 

98607 

29 

22 

27 

43 

52 

47 

30 

36 

32 

3K 

4K 

5K 

6K 

11K 

8K 

7K 

9K 

10K 

Gastric Ulcer 

Gastritis 

Stomach Cancer 

Gastritis 

Flu 

Bronchitis 

Bronchitis 

Pneumonia 

Stomach Cancer 

 

TABLE 4: A 3-DIVERSE  SALARY/DISEASE MICRODATA 

 Non-Sensitive Sensitive 

 Zip Code Age Salary Disease 

1 

2 

3 

986** 

986** 

986** 

2* 

2* 

2* 

3K 

4K 

5K 

Gastric Ulcer 

Gastritis 

Stomach Cancer 

4 

5 

6 

9890* 

9890* 

9890* 

≥ 40 

≥ 40 

≥ 40 

6K 

11K 

8K 

Gastritis 

Flu 

Bronchitis 

7 

8 

9 

986** 

986** 

986** 

3* 

3* 

3* 

7K 

9K 

10K 

Bronchitis 

Pneumonia 

Stomach Cancer 

equivalence class enables one to conclude that James has some stomach-related problems, because all three diseases in the class are stomach-related. This 

leakage of sensitive information occurs because while l-diversity requirement ensures “diversity” of sensitive values in each group, it does not take into account 

the semantical closeness of these values. In short, distributions that have the same level of diversity may provide very different levels of privacy, because there 

are semantic relationships among the attribute values, because different values have very different levels of sensitivity, and privacy is also affected by the 

relationship with the overall distribution. 

 

4 A NEW PRIVACY MEASURE PROXIMITY 
Intuitively, privacy is measured by the information gain of an observer. Before seeing the released table, the observer has some prior belief about the sensitive 

attribute value of an individual. After seeing the released table, the observer has a posterior belief. Information gain can be represented as the difference 

between the posterior belief and the prior belief. The new thing of our approach is that we separate the information gain into two parts: that about the 

population in the released data and about specific individuals. 

4.1 BASE MODEL: t-CLOSENESS 

To motivate our approach, let us perform the following thought experiment: First, an observer has some prior belief B0 about an individual’s sensitive attribute. 

Then, in a hypothetical step, the observer is given a completely generalized version of the data table where all attributes in a quasi-identifier are removed (or, 

equivalently, generalized to the most general values). The observer’s belief is influenced by Q, the distribution of the sensitive attribute values in the whole 

table, and changes to belief B1. Finally, the observer is given the released table. By knowing the quasi-identifier values of the individual, the observer is able to 

identify the equivalence class that the individual’s record is in, and learn the distribution P of sensitive attribute values in this class. The observer’s belief changes 

to B2. 

The l-diversity requirement is motivated by limiting the difference between B0 and B2 (although it does so only indirectly, by requiring that P has a level of 

diversity). We choose to limit the difference between B1 and B2. In other words, we assume that Q, the distribution of the sensitive attribute in the overall 

population in the table, is public information. We do not limit the observer’s information gain about the population as a whole, but limit the extent to which the 

observer can learn additional information about specific individuals. To justify our assumption that Q should be treated as public information, we observe that 

with generalizations, the most one can do is to generalize all quasi-identifier attributes to the most general value.  

Thus, as long as a version of the data is to be released, a distribution Q will be released. We also argue that if one wants to release the table at all, one intends to 

release the distribution Q and this distribution is what makes data in this table useful. In other words, one wants Q to be public information. A large change from 

B0 to B1 means that the data table contains a lot of new information, e.g., the new data table corrects some widely held belief that was wrong. In some sense, 

the larger the difference between B0 and B1 is, the more valuable the data is. Since the knowledge gain between B0 and B1 is about the population the data set is 

about, we do not limit this gain. We limit the gain from B1 to B2 by limiting the distance between P and Q. Intuitively, if P = Q, then B1 and B2 should be the same. 

If P and Q are close, then B1 and B2 should be close as well, even if B0 may be very different from both B1 and B2. 

4.2 A FLEXIBLE PRIVACY MODEL (N, T)-PROXIMITY 

First, we illustrate that t-closeness limits the release of useful information through the following example. 

Example 4. Table 5 is the original data table containing 3000 individuals, and Table 6 is an anonymized version of it. The Disease attribute is sensitive and there is 

a column called Count that indicates the number of individuals. The probability of cancer among the population in the data set is 700 / 3 = 0.23, while the 

probability of cancer among individuals in the first equivalence class is as high as 300 / 600 = 0.5. Since 0.5 - 0.23 > 0.1, the anonymized table does not satisfy 

0.1-closeness. 

To achieve 0.1-closeness, all tuples in Table 5 have to be generalized into a single equivalence class. This results in substantial information loss. If we examine the 

original data in Table 5, we can discover that the probability of cancer among people living in zip code 986** is as high as 500 / 1000 = 0.5, while the probability 

of cancer among people living in zip code 989** is only 200 / 2000 = 0.1. The important fact that people living in zip code 986** have a much higher rate of 

cancer will be hidden if 0.1-closeness is enforced. 
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TABLE 5: ORIGINAL  INPATIENTS MICRODATA 

 Non-Sensitive Sensitive Non-Sensitive 

 ZIP Code Age Disease Count 

1 

2 

3 

4 

98673 

98674 

98605 

98602 

29 

21 

25 

23 

Cancer 

Flu 

Cancer 

Flu 

100 

100 

200 

200 

5 

6 

7 

8 

98905 

98904 

98906 

98907 

43 

48 

47 

41 

Cancer 

Flu 

Cancer 

Flu 

100 

900 

100 

900 

9 

10 

11 

12 

98603 

98605 

98602 

98607 

34 

30 

36 

32 

Cancer 

Flu 

Cancer 

Flu 

100 

100 

100 

100 

 

TABLE 6: AN ANONYMOUS VERSION OF TABLE 5 (0.1-CLOSENESS) 

 Non-Sensitive Sensitive Non-Sensitive 

 ZIP Code Age Disease Count 

1 

2 

986** 

986** 

2* 

2* 

Cancer 

Flu 

300 

300 

3 

4 

989** 

989** 

4* 

4* 

Cancer 

Flu 

200 

1800 

5 

6 

986** 

986** 

3* 

3* 

Cancer 

Flu 

200 

200 

The (n, t)-Proximity Principle: An equivalence class E1 is said to have (n, t)-proximity if there exists a set E2 of records that is a natural superset of E1 such that E2 

contains at least n records, and the distance between the two distributions of the sensitive attribute in E1 and E2 is no more than a threshold t. A table is said to 

have (n, t)-proximity if all equivalence class have (n, t)-proximity. 

The intuition is that it is okay to learn information about a population of a large-enough size (at least n). One key term in the above definition is “natural 

superset”. Assume that we want to achieve (1000, 0.1)-proximity for the above example. The first equivalence class E1 is defined by (zip code = “986**”, 20 ≤ 

Age ≤ 29) and contains 600 tuples. One equivalence class that naturally contains it would be the one defined by (zip code = “986**”, 20 ≤ Age ≤ 39). Another 

such equivalence class would be the one defined by (zip code = “98***”, 20 ≤ Age ≤  29). If both of the two large equivalence classes contain at least 1000 

records, and E1’s distribution is close to (i.e., the distance is at most 0.1) either of the two large equivalence classes, then E1 satisfies (1000, 0.1)-proximity. 

In the above definition of the (n, t)-proximity principle, the parameter n defines the breadth of the observer’s background knowledge. A smaller n means that 

the observer knows the sensitive information about a smaller group of records. The parameter t bounds the amount of sensitive information that the observer 

can get from the released table. A smaller t implies a stronger privacy requirement. In fact, Table 6 satisfies (1000, 0.1)-proximity. The second equivalence class 

satisfies (1000, 0.1)-proximity because it contains 2000 > 1000 individuals, and thus, meets the privacy requirement (by setting the large group to be itself). The 

first and the third equivalence classes also satisfy (1000, 0.1)-proximity because both have the same distribution (the distribution is (0.5, 0.5)) as the large group 

which is the union of these two equivalence classes and the large group contains 1000 individuals. 

Choosing the parameters n and t would affect the level of privacy and utility. The larger n is and the smaller t is, one achieves more privacy and less utility. By 

using specific parameters for n and t, we are able to show the relationships between (n, t)-proximity with existing privacy models such as k-anonymity and t-

closeness. 

Finally, there is another natural definition of (n, t)-proximity, which requires the distribution of the sensitive attribute in each equivalence class to be close to 

that of all its supersets of sizes at least n. We point out that this requirement may be too strong to achieve and may not be necessary. Consider an equivalence 

class (50 ≤  Age ≤ 60, Sex = “Male”) and two of its supersets (50 ≤ Age ≤ 60) and (Sex = “Male”), where the sensitive attribute is “Disease.” Suppose that the Age 

attribute is closely correlated with the Disease attribute but Sex is not. The two supersets may have very different distributions with respect to the sensitive 

attribute: the superset (Sex = “Male”) has a distribution close to the overall distribution but the superset (50 ≤ Age ≤ 60) has a very different distribution. In this 

case, requiring the distribution of the equivalence class to be close to both supersets may not be achievable. Moreover, since the Age attribute is highly 

correlated with the Disease attribute, requiring the distribution of the equivalence class (50 ≤ Age ≤ 60, Sex = “Male”) to be close to that of the superset (Sex = 

“Male”) would hide the correlations between Age and Disease. 

 

5 ANONYMIZATION ALGORITHMS AND DISTANCE MEASURES 
One challenge is designing algorithms for anonymizing the data to achieve (n, t)-proximity. In this section, we describe how to adapt the Mondrian [9] 

multidimensional algorithm for our (n, t)-proximity model. The algorithm consists of three components: 1) Choosing a dimension on which to partition, 2) 

Choosing a value to split and 3) Checking if the partitioning violates the privacy requirement. 

5.1 COMPONENTS 1 AND 2; CHOOSING A DIMENSION AND A VALUE TO SPLIT (TOP-DOWN GREEDY ALGORITHM FOR STRICT MULTIDIMENSIONAL 

PARTITIONING) 

1.  Anonymize(partition) 

2. if (no allowable multidimensional cut for partition) 

3. return φ : par[[on → summary 

4. else 

5. dim ←choose dimension() 

6. fs ←frequency_set(par[[on, dim) 

7. splitVal ←find_median(fs) 

8. lhs ←{t Є partition : t.dim ≤ splitV al} 

9. rhs ←{t Є partition : t.dim > splitV al} 

10. return Anonymize(rhs) U Anonymize(lhs) 

5.2 Component 3; Checking if the partitioning violates the privacy requirement 

1. Let P be a set of tuples 

2. P is partitioned into r partitions { P1,  P2, ….., Pr } 

3. for every pi 

4. if Pi(1 ≤ i ≤ r) 

5. find = true 

6. if Pi(1 ≤ i ≤ r) 
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7. find = false 

8. for every Q Є Parent(P) and |Q| ≥ n 

9. if D[Pi, Q] ≤ t 

10. find = true 

11. if find == false 

12. return false 

13. return true 

5.3 DISTANCE MEASURES 

The Earth Mover’s Distance(EMD) is used to measure the distance between two probabilistic distributions, which is based on the minimal amount of work 

needed to transform one distribution to another by moving distribution mass between each other. Intuitively, one distribution is seen as a mass of earth spread 

in the space and the other as a collection of holes in the same space. EMD measures the least amount of work needed to fill the holes with earth. A unit of work 

corresponds to moving a unit of earth by a unit of ground distance. EMD can be formally defined using the well-studied transportation problem. 

Let P = (p1, p2, p3, . . . . .  pm), Q = (q1, q2, q3, . . . . .  qm), and dij be the ground distance between element i of P and element j of Q. We want to find a flow F = [fij], 

where fij is the flow of mass from element i of P to element j of Q that minimizes the overall work. 

WORK(P, Q, F) = 

∑∑
= =

m

i

m

j

ijijfd
1 1

,
 

Subject to the following constraints, 

fij ≥ 0, 1 ≤ i ≤ m, 1 ≤ j ≤ m,    (e1) 

pi - 

∑
=

m

j

ijf
1  + 

∑
=

m

j

jif
1  = qi , 1 ≤ i ≤ m,    (e2) 

∑∑
= =

m

i

m

j

ijf
1 1  = 

∑
=

m
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ip
1  = 

∑
=

m

i

iq
1  = 1.   (e3) 

These three constraints guarantee that P is transformed to Q by the mass flow F. Once the transformation problem is solved, the EMD is defined to be the total 

work.  

D[P, Q] = WORK(P, Q, F) = 

.
1 1
∑∑

= =

m

i

m

j

ijijfd
 

More generally, the EMD is the work divided by the total flow. However, since we are calculating distance between two probability distributions, the total flow is 

always 1, as shown in e3. Now we derive formulas for calculating Earth Mover’s Distance for the special cases that we need to consider. The EMD for numerical 

attributes: let ri = pi – qi, (i = 1, 2, . . . , m), then the distance between P and Q can be calculated as 

D[P, Q] = 1
1
−m (|r1| + |r1 + r2| + . . . . + |r1 + r2 + . . . rm-1|) 

= 1
1
−m
∑∑
=

=

=

=

mi

i

ij

j

jr
1 1

 

and the EMD for categorical attributes can be calculated as 

D[P, Q] = 2
1
∑
=

=
−

mi

i

ii qp
1

||
 = 

∑
≥

−
ii

ii

qp

qp )(
 =  -

∑
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−
ii

ii
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5.4 PROXIMITY WITH EMD – ANALYSIS 

Going back to the example 3,  

Q = {3k, 4k, 5k, 6k, 7k, 8k, 9k, 10k, 11k},  

P1 = {3k, 4k, 5k} and P2 = {6k, 8k, 11k } 

Now we calculate D[P1, Q] and D[P2, Q] using EMD. 

Let v1 = 3k, v2 = 4k, v3 = 5k, v4 = 6k, v5 = 7k, v6 = 8k, v7 = 9k, v8 = 10k, v9 = 11k, the distance between vi and vj to be |i - j|/8; that is one optimal mass flow that 

transforms P1 to Q is to move 1/9 probability mass across the following pairs: (5k → 11k), (5k → 10k), (5k → 9k), (4k → 8k), (4k → 7k), (4k → 6k), (3k → 5k), (3k 

→ 4k) the cost of this is 1/9 x (6 + 5 + 4 + 4 + 3 + 2 + 2 + 1)/8 = 27/72 = 3/8 = 0.375.  

Thus the maximal distance is 1. We have D[P1, Q] = 0.375 and D[P2, Q] = 0.167. 

 

TABLE 7: INPATIENT MICRODATA WITH T-CLOSSNESS AND PROXIMITY WITH RESPECT TO SALARY AND DISEASE 

 Non-Sensitive Sensitive 

 Zip Code Age Salary Disease 

1 

2 

3 

9867* 

9867* 

9867* 

≤ 40 

≤ 40 

≤ 40 

3K 

5K 

9K 

Gastric Ulcer 

Stomach Cancer 

Pneumonia 

4 

5 

6 

9890* 

9890* 

9890* 

≥ 40 

≥ 40 

≥ 40 

6K 

11K 

8K 

Gastritis 

Flu 

Bronchitis 

7 

8 

9 

9860* 

9860* 

9860* 

≤ 40 

≤ 40 

≤ 40 

4K 

7K 

10K 

Gastritis 

Bronchitis 

Stomach Cancer 

The Table 7 shows the anonymized version of Table 3. It has 0.167 closeness with respect to Salary and 0.278 closeness with respect to the Disease. The 

similarity attack is prevented in the above version of table. So here we note that t-closeness and   (n, t)-proximity protect against attribute disclosure. But it do 

not deal with the identity disclosure. Thus, it may be desirable to use both (n, t)-proximity and k-anonymity. Further it should be noted that (n, t)-proximity deals 

with the homogeneity and background knowledge attacks. 
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6 CONCLUSIONS 
While k-anonymity protects against identity disclosure, it does not provide sufficient protection against attribute disclosure. The notion of l-diversity attempts to 

solve this problem. We have shown that l-diversity has a number of limitations and especially presented two attacks on l-diversity. Motivated by these 

limitations, we have proposed a new privacy notion called “proximity.” We propose two instantiations: a base model called t-closeness and a more flexible 

privacy model called (n, t)-proximity. We explain the rationale of the (n, t)-proximity model and show that it achieves a better balance between privacy and 

utility. 
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