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ABSTRACT 
Data mining methodologies have been developed for exploration and analysis of large quantities of data to discover meaningful patterns and rules. Frequent 

pattern mining is an important model in data mining. In this pattern mining given a data base of customer transactions, the task is to unearth all patterns in the 

form of sets of items appearing in a sizable number of transactions. Here the attempt is to discover frequent pattern using the Dynamic programming methods in 

operation research. Here we can calculate the frequent pattern item set by stages of operations. 

 

KEYWORDS 
Data mining, Dynamic programming, Frequent pattern mining. 

 

INTRODUCTION 
requent item set mining [1] is popular frame work for pattern discovery. Frequent patterns are patterns that appear in a data set frequently. For 

example set of items such as milk and bread, that appear frequently together in a transaction data set is a frequent item set.  The concept of frequent 

item set was first introduce for mining transaction data base and was first proposed by Agarwal. et. al (1993).  

Frequent mining searches for declining relationship in a given data sets. Frequent item set mining leads to the discovery of associations and correlations among 

items in large transactional or relational data sets. With massive amounts of data, continuously being collected and stored, many industries are becoming 

interested in mining such patterns from their data bases. The discovery of interesting correlation relationship among huge amounts of business transaction 

records can help in many business decision making process, such as catalog design cross marketing and customer shopping behavior analysis.  

A typical example of frequent item set mining is market basket analysis. This process analyzes customer buying habits by finding associations between the 

different items that customers place in their ‘shopping baskets’. The discovery of such associations can help retailers develop marketing strategies by gaining 

insight into which items are frequently purchased together by customers. For instance, if customers are buying milk, how likely are they to also buy bread on the 

same trip to the supermarket? Such information can lead to increased sales by helping retailers do selective marketing and plan their shelf space.  

This paper discusses frequent pattern by Dynamic programming methods. Here the problem is divided into different stages and at each stage frequent patterns 

are found. Section 2 deal with an overview of some related work for mining frequent patterns.  In section 3 some definitions are given. Section 4 is about 

Dynamic programming methods. Section 5 discuss frequent mining model with DP. In section 6  an example is discussed.  Final section is the conclusion.  

 

RELATED WORKS 
As an important data mining problem, frequent pattern mining plays an essential role in many data mining tasks, such as  mining associations [2,8], sequential 

patterns [18,13] maximum patterns and frequent closed patterns [5,12,16] classification [6,15] and clustering [4]. There have been many algorithms developed 

for fast mining of frequent patterns which can be classified into two categories. The first category, candidate generation and test approach, such as Apriori [2] as 

well as many subsequent studies, are directly based as an anti-monotone. If a pattern with K items is not frequent, any of its super-patterns with (K+1) or more 

items can never be frequent. A candidate generation and test approach iteratively generates the set of candidate patterns of length (K+1) from the set of 

frequent patterns of length K (K≥1), and check their corresponding occurrence frequencies in the data base.  

The Apriori algorithm achieves good reduction on the size of candidate sets. However, when there exist a large number of frequent patterns or long patterns, 

candidate generation and test methods may still suffer from generating huge numbers of candidates and taking many scans of large data bases for frequency 

checking.  

Recently, other category methods, pattern-growth methods, such as FP growth [11] and Trade projection [3] have been proposed. A pattern – growth methods 

uses the Apriori property. However, instead of generating candidate sets, it recursively partitions the data base in to sub-data bases according to the frequent 

patterns found and searches for local frequent patterns to assemble longer global ones.  In [10] shows that H-Mine has high performance in various kinds of 

data, out performs the previously developed algorithms in different settings, and is highly scalable in mining large data bases. In [19] developed an algorithm 

termed – A  

Dynamic approach for frequent patterns mining using Transposition of Data base for mining frequent patterns which are based on Apriori algorithm and used 

Dynamic function for longest common subsequence. In [7] output from hidden Markov models into the association rule mining frame work, demonstrating the 

potential for frequent pattern mining in the field of scientific modeling and experimentation. New probabilistic formulations of frequent item set based on 

possible world semantics are introduced in [21]. In [17] a statistical approach to the success probability for the simple shopping model where every item has the 

same probability and all the items and all the transactions are independent is given. A class of models called Item Set Generating models (IGM) that can be used 

to formally connect the process of frequent item sets to discover with the learning of generative models are presented in [20]. 

 

FREQUENT PATTERN MINING 
Definition:  Let I = {x1,x2 ...... xn} be a set of items. An item set X is a subset of items, ie, X⊆ I. For the sake of brevity, an item set X = {x1, x2.... xm} is also denoted as 

X = x1 x2...xm. A transaction T = (tid, X) is a 2-tuple, where tid is a transaction-id and X is an item set. A transaction T = (tid, X) is said to contain item set  Y if and 

only if Y⊆ X. A transaction database TDB is a set of transactions. The number of transactions in TDB containing item set X is called the support of X, denoted as 

F
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sup(X). Given a transaction database TDB and a support threshold min-sup, an item set X is a frequent pattern, or a pattern in short, if and only if sup (X) > min-

sup. 

The problem of frequent pattern mining is to find the complete set of frequent patterns in a given transaction database with respect to a given support 

threshold.  

 

DYNAMIC PROGRAMMING 
The method of dynamic programming (DP) was developed in 1950’s through the work of Richard Bellman who is still the doyen of research workers in this field. 

The essential feature of the method is that a multivariable optimization problem is decomposed into a series of stages, optimization being done at each stage 

with respect to one variable only. Richard Bellman gave it rather the undescriptive name of dynamic programming. A more significant name would be recursive 

optimization.  

To case a verbal problem into a multistage structure is not always simple: often it is very difficult and even looks mysterious. But once done, recursive 

optimization is easy to apply. Recursion equations are a standard type and the related computer programming is a standard routine.  

 

FREQUENT ITEM MINING BY DYNAMIC PROGRAMMING 
Let I = {x1,x2 ...... xn} be a set of items. Let T = {T1, T2 .....Tk} be a set of data base of customer transactions. Each transaction Ti is a collection of items purchased by 

a customer in one visit to a store. A non-empty set of items is called an item set. Our aim is to find the items whose frequency exceeds a user defined threshold 

referred to as a frequent item set.  

Let the number of an item in the whole transaction is greater than or equal to ‘p’ then it is considered as frequent item. First we search for a single item which 

occurs as frequent item. From that we will get sets of frequent items containing one element. After that we check for frequent item sets with two element and 

then check for frequent items set with three elements. Continue the process so as to get frequent item sets with maximum number of elements. We use D.P 

method by dividing the problems into stages and find the optimal solution for each stage. Each stage consists of some state variables and return functions.  

 

 x1 x2 ……… ……… xn 

T1 p1(x1) p1(x2) ………… …….. P1(xn) 

T2 p2(x1) P2(x2) …….. ……… P2(xn) 

……. ……… ………. ………. ……….. ……….. 

….. ………. ………. …………. ………… ……. 

Tk pk(x1) pk(x2) ……… ……… pk(xn) 

The above table gives the relation between the transaction and items where pk(xn) is the probability  of   xn  in the k
th

  transaction. pj (xi)    = 1 if    xi   €  Tj       and 

equal to zero other wise . 

The first stage is to find all the frequent item sets with single item. Here we have to check which among. x1 ..x2 ...... xn  are  frequent items.  

The return function for the variable xi is                                                    

                k 

 F1 (xi) = ∑  pj (xi) is the return function.   

    J =1 

   k 

 If   ∑ pj  (xi) > p  then  xi is frequent item if it is less than P then it is not a  

                   J =1 

frequent item. So we can remove the item from further stages. 

 

Let I = (x11,x1 2 ...... x1q) are the frequent item from stage 1. The Table for stage 1 is given follows: 

 

Item count in the transaction 

x1 k 

∑ pj (x1)  

j = 1 

x2 ………… 

… ……….. 

…. …….. 

…. …….. 

xn k 

∑ pj (xn)  

j = 1 

Now we enter the second stage with variables from the first stage as frequent. Here our attempt is to find frequent item sets with two elements. 

 Here the return function for the variables (x1i, x1k) is 

 F2 (x1i, x1k)       k 

=         ∑ pj (x1i) pj (x1k /   x1i)                                     

                                                      j = 1 

where x1i and x1k element of {x11, x1 2............... x1q } and  pj (x1k /   x1i)  = 1 if   (x1i, x1k) €  Tj                        

                                                                                                                                                                       = 0,other wise 

                       k 

                   if       ∑ pj (x1i) pj (x1k /   x1i)≥ p then  (x1i, x1k)   is a frequent pattern or associate items 

                       j = 1 

Table for second stage 
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 x12 ………. ……….. x1q 

x11 k 

∑ pj  (x11)pj (x12/  x11) 

j = 1 

………. ………. ………… 

x12  

_______ 

……… ………. ………… 

………… ……… …….. ……….. ………… 

…….  …………. ……… ……… 

 

….. ………………   

……. ……… …………… ………. ……… 

 …….. …….. ……. ….. 

x1q k 

∑ pj (x1q)pj (x12/  x11) 

J =1 

                                                       

………. …… …. 

 From the second stage give frequent item set of two items. In the third stage examines for frequent item set of three elements. The return function  k 

                                                                                                ∑ pj (x2q)pj (x2r,x2s/x2q)   ____   A 

                                                                                                 J =1 

 

Where pj (x2r,x2s/x2q) = 1 if    x2r,x2s,x2q   €   Tj    and zero other wise . x2r,x2s,x2q   is a frequent item set  if A≥ p. 

                                                                                                       

 

 Continued for getting frequent item set containing maximum number of items which satisfies the minimum threshold. 

 

EXAMPLE 
Following is a transactional data given the items in each transaction. 

 

TiD List of items 

T1 11,  12,   15 

T2 12,  14 

T3 12 , 13 

T4 11, 12, 14 

T5 11, 13 

T6 12, 13 

T7 11, 13 

T8 11, 12, 13, 15 

T9 11, 12, 13 

Item I = {11, 12, 13, 14, 15} 

 

Let the number of item in the whole transaction is >2 then it is a frequent item. 

The table showing the relation between items and transactions are follows. 

 

 11 12 13 14 15 

T1 1 1   1 

T2  1  1  

T3  1 1   

T4 1 1  1  

T5 1  1   

T6  1 1   

T7 1  1   

T8 1 1 1  1 

T9 1 1 1   

For stage 1 we search for single set frequent items.  

 

Items k 

∑∑∑∑pj(xi) 

J =1 

                                                      

11 6 

12 7 

13 6 

14 2 

15 2 
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Here all items satisfy the minimum threshold. Therefore the frequent item from stage 1 is 11, 12, 13, 14 and 15.  The second stage is to find the frequent item 

sets with two elements.  

 11 12 13 14 15 

11 - 4 4 1 2 

12 4 - 4 2 2 

13 4 4 - 0 1 

14 1 2 0 - 0 

15 2 2 1 0 - 

Here the  item  set satisfy the condition   k 

                ∑j=1 pj (x1i) pj (x1k /   x1i) > 2 are  

{{11, 12} {11, 13} {11,15}{12,13} {12, 14) {12, 15}.}      

In the third stage is for finding frequent item set with three elements.  

 

 11 12 13 14 15 

{11, 12} - - 2 1 2 

{11, 13} - 2 - 0 1 

{11, 15} - 2 1 0 - 

{12, 13) 2 - - 0 1 

{12, 14} 1 - 0 - 0 

{12, 15) 2 - 1 0 - 

Here the item set satisfies the condition         k 

∑ pj (x2q)pj (x2r,x2s/x2q)   > 2 are {11, 12, 13} and       

       J =1 

   {11, 12, 15}. 

 

Now for stage four is to find frequent item sets containing four elements. 

 

 11 12 13 14 15 

{11, 12,13} - - - 0 1 

{11, 12, 15} - - 1 0 - 

Here no item sets satisfies the minimum threshold condition. Therefore there does not exist frequent set containing four elements.  Therefore maximum 

number of elements in the frequent item set is three and they are {11, 12, 13}, {11, 12, 15). 

 

CONCLUSION 
Determining frequent item sets is one of the most important field of mining. It is well known that the way of candidates are defined has great effect on running 

time and memory need and this is the reason for the large number of algorithms. Here presented a new research trend on frequent mining using dynamic 

programming. Dynamic programming is a simplest method in operation research. The concept of DP has been extended to infinitely multi stage cases also.  

 

REFERENCES 
Agrwal.R, T. Imielinski, and A. Swami. Mining association rules between sets of items in large databases. In Proceedings of the ACM SIG MOD Conference on 

Management of Data, pages 207-216, May 1993. 

Agarwal.R and R. Srikant. Fast algorithms for mining association rules. In VLDB 94, pages 487-499. 

Agarwal.R,  C.Aggaral and V.V.V. Prasad. A tree projection algorithm for generation of frequent item sets. In J of Parallel and Distributed Computing, volume: 61, 

issue: 3, March 2001, pages: 350-371. 

Agrawal.R, J. Gehrike, D. Gunopulos, and P. Raghavan. Automatic subspace clustering of high dimensional data for data mining applications. In SIG MOD 98 

pages 94-105. 

Bayardo.R.J,  Efficiently mining long patterns from databases. In SIGMOD 98, pages 85-93. 

B. Liu, W. Hsu and Y. Ma. Integrating classification and association rule mining. In KDD 98, pages 80-86.  

Christopher Besemann and Anne Denton. Integration of profile hidden Marko model output into association rule mining. 

H. Mannila, H. Toivonen, and A.I. Verkamo. Efficient algorithms for discovering association rules. In KDD 94, pages 181-192. 

Jiawei Han and Michelin Kamber, Second edition. Data mining concept and techniques. 

Jian Pei, Jiawei Han, Hongjum Lu, Shojiro Nishio, Shiwei Tang, Dongqing Yang. H-Mine: Hyper-structure mining of frequent patterns in large data base. 

J. Han, J. Pei and Y. Yiri. Mining frequent patterns without candidate generation. In SIGMOD 00, paged 1-12.  

J. Pei, J. Han and R. Mao. CLOSET: An efficient algorithm for mining frequent closed item sets. In Proc. 2000 ACM-SIGMOD Int. Workshop Data Mining and 

Knowledge Discovery (DMKD 00), pages 11-20. 

J. Pesi, J. Han, B. Mortazavi-Asl, H. Pinto, Q. Chen, U. Dayal , and M.C. Hsu. Prefix-projected pattern growth. In JCDE 01, pages 215-224. 

K.V. Miital, Optimization methods in operation research and system analysis. 

K. Wing, S. Zhou and S.C. Liew. Building hierarchical classifiers using class proximity. In VLDB 99, pages 363-374. 

M. Zaki. Generating non-redundant association rules. In KDD 00, paged 34-43. 

Nele Dexters, University of Antwerp, Middelheimlaan, 1, 2020 Antwerp, Belgium. Approximating the probability of an item set being frequent 

R.Srikant and R.Agrwal. Mining sequential patterns: Generalizations and performance improvements. In EDBT 96, paged 3-17. 

Sunil Joshi, Dr. R.S. Jadon, Dr. R.C. Jain, An implementation of frequent pattern mining algorithm using dynamic function.  

Srivastan Laxman, Prasad, Naldurg, Raja Sripada Microsoft Research Labs 

Ramarathnam Venkatesan. Connections between mining frequent item sets and learning generative models  

Thomas Bernecker, Hans-Kriegel, Matthias Renz, Florian Verhein, Andreas Zuefle. 

Probabilistic frequent item set mining uncertain databases 

 

 

 

 

 

 



VOLUME NO: 1 (2011), ISSUE NO. 2 (JULY)  ISSN 2231-5756 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, IT & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 

www.ijrcm.org.in 

45 

REQUEST FOR FEEDBACK 

 

Dear Readers 

At the very outset, International Journal of Research in Commerce, IT and Management (IJRCM) 

acknowledges & appreciates your efforts in showing interest in our present issue under your kind perusal. 

I would like to request you to supply your critical comments and suggestions about the material published 

in this issue as well as on the journal as a whole, on our E-mails i.e. infoijrcm@gmail.com or 

info@ijrcm.org.in for further improvements in the interest of research. 

If you have any queries please feel free to contact us on our E-mail infoijrcm@gmail.com. 

I am sure that your feedback and deliberations would make future issues better – a result of our joint 

effort. 

Looking forward an appropriate consideration. 

With sincere regards 

Thanking you profoundly 

Academically yours 

Sd/- 

Co-ordinator 

 

  

 


