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ABSTRACT 
In statistics, Regression model  is possibly the most important step in the model building sequence. It is also one of the most overlooked Often the validation of a 

model seems to consist of nothing more than quoting the R
2
 statistic from the fit (which measures the fraction of the total variability in the response that is 

accounted for by the model). 

 

KEYWORD 
regression models. 

 

INTRODUCTION 
egression models are used to predict one variable from one or more other variables. Regression models provide the scientist with a powerful tool, 

allowing predictions about past, present, or future events to be made with information about past or present events. The scientist employs these 

models either because it is less expensive in terms of time and/or money to collect the information to make the predictions than to collect the 

information about the event itself, or, more likely, because the event to be predicted will occur in some future time. Before describing the details of the 

modeling process, however, some examples of the use of regression models will be presented. 

 

PROCEDURE FOR CONSTRUCTION OF A REGRESSION MODEL 
In order to construct a regression model, both the information which is going to be used to make the prediction and the information which is to be predicted 

must be obtained from a sample of objects or individuals. The relationship between the two pieces of information is then modeled with a linear transformation. 

Then in the future, only the first information is necessary, and the regression model is used to transform this information into the predicted. In other words, it is 

necessary to have information on both variables before the model can be constructed. 

For example, the personnel officer of the widget manufacturing company might give all applicants a test and predict the number of widgets made per hour on 

the basis of the test score. In order to create a regression model, the personnel officer would first have to give the test to a sample of applicants and hire all of 

them. Later, when the number of widgets made per hour had stabilized, the personnel officer could create a prediction model to predict the widget production 

of future applicants. All future applicants would be given the test and hiring decisions would be based on test performance. 

A notational scheme is now necessary to describe the procedure: 

Xi is the variable used to predict, and is sometimes called the independent variable. In the case of the widget manufacturing example, it would be the test score. 

Yi is the observed value of the predicted variable, and is sometimes called the dependent variable. In the example, it would be the number of widgets produced 

per hour by that individual. 

Y'i is the predicted value of the dependent variable. In the example it would be the predicted number of widgets per hour by that individual. 

The goal in the regression procedure is to create a model where the predicted and observed values of the variable to be predicted are as similar as possible. For 

example, in the widget manufacturing situation, it is desired that the predicted number of widgets made per hour be as similar to observed values as possible. 

The more similar these two values, the better the model. The next section presents a method of measuring the similarity of the predicted and observed values of 

the predicted variable. 

 

LINEAR REGRESSION 

In statistics, linear regression is an approach to modeling the relationship between a scalar dependent variable y and one or more explanatory variables denoted 

X. The case of one explanatory variable is called simple regression. More than one explanatory variable is multiple regression. (This in turn should be 

distinguished from multivariate linear regression, where multiple correlated dependent variables are predicted,
[citation needed]

 rather than a single scalar variable.) 

In linear regression, data is modelled using linear predictor functions, and unknown model parameters are estimated from the data. Such models are called 

linear models. Most commonly, linear regression refers to a model in which the conditional mean of y given the value of X is an affine function of X. Less 

commonly, linear regression could refer to a model in which the median, or some other quantile of the conditional distribution of y given X is expressed as a 

linear function of X. Like all forms of regression analysis, linear regression focuses on the conditional probability distribution of y given X, rather than on the joint 

probability distribution of y and X, which is the domain of multivariate analysis. 

Linear regression was the first type of regression analysis to be studied rigorously, and to be used extensively in practical applications. This is because models 

which depend linearly on their unknown parameters are easier to fit than models which are non-linearly related to their parameters and because the statistical 

properties of the resulting estimators are easier to determine. 

Linear regression has many practical uses. Most applications of linear regression fall into one of the following two broad categories: 

• If the goal is prediction, or forecasting, linear regression can be used to fit a predictive model to an observed data set of y and X values. After developing 

such a model, if an additional value of X is then given without its accompanying value of y, the fitted model can be used to make a prediction of the value 

of y. 

• Given a variable y and a number of variables X1, ..., Xp that may be related to y, linear regression analysis can be applied to quantify the strength of the 

relationship between y and the Xj, to assess which Xj may have no relationship with y at all, and to identify which subsets of the Xj contain redundant 

information about y. 

Linear regression models are often fitted using the least squares approach, but they may also be fitted in other ways, such as by minimizing the “lack of fit” in 

some other norm (as with least absolute deviations regression), or by minimizing a penalized version of the least squares loss function as in ridge regression. 

R 
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Conversely, the least squares approach can be used to fit models that are not linear models. Thus, while the terms "least squ

linked, they are not synonymous. 

 

SIMPLE AND MULTIPLE REGRESSION 
The very simplest case of a single scalar predictor variable x and a singl

multiple and/or vector-valued predictor variables (denoted with a capital X) is known as 

involve multiple predictors, and basic descriptions of linear regression are often phrased in terms of the multiple regressio

cases the response variable y is still a scalar. 

 

GENERAL LINEAR MODELS 
The general linear model considers the situation when the response variable Y is not a scalar but a vector. Conditional

with a matrix B replacing the vector β of the classical linear regression model. Multivariate analogues of OLS and GLS have b

HETEROSKEDASTIC MODELS 

Various models have been created that allow for heteroskedasticity

weighted least squares is a method for estimating linear regression models when the response variables may have different error variances, possibly 

correlated errors. (See also Linear least squares (mathematics)#Weighted linear least squares

standard errors is an improved method for use with uncorrelated but potentially heteroskedastic errors.

GENERALIZED LINEAR MODELS 

Generalized linear models (GLM's) are a framework for modeling a response variable y that is bounded or discrete. This is used, for example:

• when modeling positive quantities (e.g. prices or populations) that vary over a large scale 

the log-normal distribution or Poisson distribution

using the logarithm function); 

• when modeling categorical data, such as the choice of a given candidate in an election (which is better described using a 

distribution for binary choices, or a categorical distribution

cannot be meaningfully ordered; 

• when modeling ordinal data, e.g. ratings on a scale from 0 to 5, where the dif

any absolute meaning (e.g. a rating of 4 may not be "twice as good" in any objective sense as a rating of 2, but simply indic

but not as good as 5). 

Generalized linear models allow for an arbitrary link function g that relates the 

function is often related to the distribution of the response, and in particular it typically has the effect of transforming between the 

the linear predictor and the range of the response variable.

Some common examples of GLM's are: 

• Poisson regression for count data. 

• Logistic regression and probit regression for binary data.

• Multinomial logistic regression and multinomial probit

• Ordered probit regression for ordinal data. 

Single index models [clarification needed] allow some degree of nonlinearity in the relationship between x and y, while preserving the central role of the linear 

predictor β′x as in the classical linear regression model. Under certain conditions, simply applying OLS to data from a single

estimate β up to a proportionality constant.
[6]

 

HIERARCHICAL LINEAR MODELS 

Hierarchical linear models (or multilevel regression) organizes the data into a hierarchy of regressions, for example w

on C. It is often used where the data have a natural hierarchical structure such as in educational statistics, where students

are nested in schools, and schools are nested in some administrative grouping such as a school district. The response variable might be a measure of student 

achievement such as a test score, and different covariates would be collected at the classroom, school, and school district l

ERRORS-IN-VARIABLES 

Errors-in-variables models (or “measurement error models”) extend the traditional linear regression model to allow the predictor variables X to be obse

with error. This error causes standard estimators of β to become biased. Generally, the form of bias is an attenuation, meani

toward zero. 

OTHERS 

• In Dumpster–Shafer theory, or a linear belief function

combined with similar matrices representing observations and other assumed normal distributions and state equations. The comb

swept matrices provides an alternative method for estimating linear regression models.

Evaluating Regression Models 

i. Good Models and “Explaining” Variance

� What do we mean when we say a model is “good” or “explains” the dependent variable?

� Explanation exists in our theory, not in any data we might observe.

� Thus “explained” variance cannot be 

�  What do we mean when we say we have a “good model” of our data?

� Changes in X have a large impact on changes in Y ( That is, b is large)

� Remaining error terms are small (That is, σ

ii. A Composite Measure of Model Quality

� Developed an overall measure of these concepts that is insensitive to the scale measuring X & Y 

� Measure is based on fundamental goal of the OLS estimator 

� Take the ratio of “Explained” Sum of Squares (ESS) to Tota

� This ratio is known as the “coefficient of determination” or R

� R
2
 is literally just the correlation between Y and Yhat, squared

 

 

 

iii. What IS R
2
 Really? The R

2
 Stew 

� Want a measure of model quality to compare across samples

� Like correlation coefficients 

� It depends on the variance of X and the variance of the errors
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Conversely, the least squares approach can be used to fit models that are not linear models. Thus, while the terms "least squ

predictor variable x and a single scalar response variable y is known as simple linear regression. The extension to 

valued predictor variables (denoted with a capital X) is known as multiple linear regression. Nearly all real

involve multiple predictors, and basic descriptions of linear regression are often phrased in terms of the multiple regressio

considers the situation when the response variable Y is not a scalar but a vector. Conditional 

with a matrix B replacing the vector β of the classical linear regression model. Multivariate analogues of OLS and GLS have b

heteroskedasticity, i.e. the errors for different response variables may have different 

is a method for estimating linear regression models when the response variables may have different error variances, possibly 

Linear least squares (mathematics)#Weighted linear least squares, and generalized least squares

is an improved method for use with uncorrelated but potentially heteroskedastic errors. 

(GLM's) are a framework for modeling a response variable y that is bounded or discrete. This is used, for example:

when modeling positive quantities (e.g. prices or populations) that vary over a large scale — which are better described using a 

Poisson distribution (although GLM's are not used for log-normal data, instead the response variable is simply transformed 

, such as the choice of a given candidate in an election (which is better described using a 

categorical distribution/multinomial distribution for multi-way choices), where there are a fixed number of choices that 

, e.g. ratings on a scale from 0 to 5, where the different outcomes can be ordered but where the quantity itself may not have 

any absolute meaning (e.g. a rating of 4 may not be "twice as good" in any objective sense as a rating of 2, but simply indic

Generalized linear models allow for an arbitrary link function g that relates the mean of the response variable to the predictors, i.e. E(y) = g(β′x)

tribution of the response, and in particular it typically has the effect of transforming between the 

the linear predictor and the range of the response variable. 

for binary data. 

multinomial probit regression for categorical data. 

] allow some degree of nonlinearity in the relationship between x and y, while preserving the central role of the linear 

the classical linear regression model. Under certain conditions, simply applying OLS to data from a single

(or multilevel regression) organizes the data into a hierarchy of regressions, for example where A is regressed on B, and B is regressed 

on C. It is often used where the data have a natural hierarchical structure such as in educational statistics, where students

some administrative grouping such as a school district. The response variable might be a measure of student 

achievement such as a test score, and different covariates would be collected at the classroom, school, and school district l

(or “measurement error models”) extend the traditional linear regression model to allow the predictor variables X to be obse

with error. This error causes standard estimators of β to become biased. Generally, the form of bias is an attenuation, meani

linear belief function in particular, a linear regression model may be represented as a partially swept

combined with similar matrices representing observations and other assumed normal distributions and state equations. The comb

swept matrices provides an alternative method for estimating linear regression models. 

Good Models and “Explaining” Variance 

What do we mean when we say a model is “good” or “explains” the dependent variable? 

Explanation exists in our theory, not in any data we might observe. 

Thus “explained” variance cannot be measured with a statistic (or with data). 

What do we mean when we say we have a “good model” of our data? 

Changes in X have a large impact on changes in Y ( That is, b is large) 

Remaining error terms are small (That is, σu
2
 is small) 

f Model Quality 

Developed an overall measure of these concepts that is insensitive to the scale measuring X & Y  

Measure is based on fundamental goal of the OLS estimator – minimize squared errors. 

Take the ratio of “Explained” Sum of Squares (ESS) to Total Sum of Squares (TSS) 

This ratio is known as the “coefficient of determination” or R
2
 

is literally just the correlation between Y and Yhat, squared 

Want a measure of model quality to compare across samples 

Like correlation coefficients – R
2
 cannot generalize 

depends on the variance of X and the variance of the errors 
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Conversely, the least squares approach can be used to fit models that are not linear models. Thus, while the terms "least squares" and "linear model" are closely 

e scalar response variable y is known as simple linear regression. The extension to 

multiple linear regression. Nearly all real-world regression models 

involve multiple predictors, and basic descriptions of linear regression are often phrased in terms of the multiple regression model. Note, however, that in these 

 linearity of E(y|x) = Bx is still assumed, 

with a matrix B replacing the vector β of the classical linear regression model. Multivariate analogues of OLS and GLS have been developed. 

, i.e. the errors for different response variables may have different variances. For example, 

is a method for estimating linear regression models when the response variables may have different error variances, possibly with 

generalized least squares.) Heteroscedasticity-consistent 

(GLM's) are a framework for modeling a response variable y that is bounded or discrete. This is used, for example: 

better described using a skewed distribution such as 

normal data, instead the response variable is simply transformed 

, such as the choice of a given candidate in an election (which is better described using a Bernoulli distribution/binomial 

way choices), where there are a fixed number of choices that 

ferent outcomes can be ordered but where the quantity itself may not have 

any absolute meaning (e.g. a rating of 4 may not be "twice as good" in any objective sense as a rating of 2, but simply indicates that it is better than 2 or 3 

of the response variable to the predictors, i.e. E(y) = g(β′x) . The link 

tribution of the response, and in particular it typically has the effect of transforming between the range of 

] allow some degree of nonlinearity in the relationship between x and y, while preserving the central role of the linear 

the classical linear regression model. Under certain conditions, simply applying OLS to data from a single-index model will consistently 

here A is regressed on B, and B is regressed 

on C. It is often used where the data have a natural hierarchical structure such as in educational statistics, where students are nested in classrooms, classrooms 

some administrative grouping such as a school district. The response variable might be a measure of student 

achievement such as a test score, and different covariates would be collected at the classroom, school, and school district levels. 

(or “measurement error models”) extend the traditional linear regression model to allow the predictor variables X to be observed 

with error. This error causes standard estimators of β to become biased. Generally, the form of bias is an attenuation, meaning that the effects are biased 

in particular, a linear regression model may be represented as a partially swept matrix, which can be 

combined with similar matrices representing observations and other assumed normal distributions and state equations. The combination of swept or un 
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� R2 for bivariate regression can be written as: 

 

 

 

 

iv. Don’t Drink the R
2
 Kool Aid 

� Thus R
2
 conflates our two aspects of a “good model,” combines them with σx

2
, and places them on a dimensionless scale 

� The resulting value is nearly uninterruptable  

� Basically measures the shape of the cloud of observations around our regression line. 

� R
2
 tells us little we want to know – pay it no heed 

� Also avoid standardized regression coefficients 

� We must make substantive evaluations of our models: 

� Size of Coefficients (hypothesis tests) 

� Size of Substantive Effects 

� Ability to forecast out-of-sample 

v. Standards of Model Evaluation 

� Statistical Significance of Coefficients 

� T-tests 

� Substantive Size of Effects 

� Generate predictions from the model 

� Size of Residuals 

� Compare to substantive effects 

� Forecasting Out-of-Sample 

vi. Statistical Significance of Regression Coefficients 

� In general, our theories give us hypotheses that B>0 or B<0 

� We can estimate b, but we need a way to assess the validity of statements that B is positive or negative 

� We can rely on our estimate of b and its variance to use probability theory to test such statements. 

� T-tests (or Z-scores) give us confidence that relationships we observe generalize to the population 

� Don’t get too focused on .05 as a “magical” threshold for significance 

vii. Z-Scores & Hypothesis Tests 

� This variable is a “z-score” based on the standard normal distribution. 

� 95% of cases are within 1.96 standard deviations of the mean. 

� If b / σb > 1.96 then there is a 95% chance that B>0 

� Conversely if b / σb <- 1.96 then there is a 95% chance that B<0 

� Recall that since we don’t know σb we estimate it 

� Thus we rely on the t distribution for small samples (N<100) 

 

CONCLUSION 
Regression models are powerful tools for predicting a score based on some other score. They involve a linear transformation of the predictor variable into the 

predicted variable. The parameters of the linear transformation are selected such that the least squares criterion is met, resulting in an "optimal" model. The 

model can then be used in the future to predict either exact scores, called point estimates, or intervals of scores, called interval estimates. 

 

REFERENCES  
1. Berk, Richard A.. Regression Analysis: A Constructive Critique. Sage. doi:10.1177/0734016807304871.  

2. Brillinger, David R. (1977). "The Identification of a Particular Nonlinear Time Series System". Biometrika 64 (3): 509–515. doi:10.1093/biomet/64.3.509. 

JSTOR 2345326.  

3. Carroll, Raymond J. (1982). "Adapting for Heteroscedasticity in Linear Models". The Annals of Statistics 10 (4): 1224–1233. doi:10.1214/aos/1176345987. 

JSTOR 2240725.  

4. Cohen, Michael; Dalal, Siddhartha R.; Tukey,John W. (1993). "Robust, Smoothly Heterogeneous Variance Regression". Journal of the Royal Statistical 

Society. Series C (Applied Statistics) 42 (2): 339–353. JSTOR 2986237.  

5. del Pino, Guido (1989). "The Unifying Role of Iterative Generalized Least Squares in Statistical Algorithms". Statistical Science 4 (4): 394–403. 

doi:10.1214/ss/1177012408. JSTOR 2245853.  

6. Draper, Norman R.; van Nostrand,R. Craig (1979). "Ridge Regression and James-Stein Estimation: Review and Comments". Technometrics 21 (4): 451–466. 

doi:10.2307/1268284. JSTOR 1268284. 

7. Efron, Bradley; Hastie, Trevor; Johnstone,Iain; Tibshirani,Robert (2004). "Least Angle Regression". The Annals of Statistics 32 (2): 407–451. 

doi:10.1214/009053604000000067. JSTOR 3448465.  

8. Hawkins, Douglas M. (1973). "On the Investigation of Alternative Regressions by Principal Component Analysis". Journal of the Royal Statistical Society. 

Series C (Applied Statistics) 22 (3): 275–286. JSTOR 2346776.  

9. Jolliffe, Ian T. (1982). "A Note on the Use of Principal Components in Regression". Journal of the Royal Statistical Society. Series C (Applied Statistics) 31 (3): 

300–303. JSTOR 2348005.  

10. Lai, T.L.; Robbins,H; Wei, C.Z. (1978). "Strong consistency of least squares estimates in multiple regression". PNAS 75 (7): 3034–3036. JSTOR 68164.  

11. Lange, Kenneth L.; Little, Roderick J. A.; Taylor,Jeremy M. G. (1989). "Robust Statistical Modeling Using the t Distribution". Journal of the American 

Statistical Association 84 (408): 881–896. doi:10.2307/2290063. JSTOR 2290063.  

12. Nievergelt, Yves (1994). "Total Least Squares: State-of-the-Art Regression in Numerical Analysis". SIAM Review 36 (2): 258–264. doi:10.1137/1036055. 

JSTOR 2132463.  

13. Swindel, Benee F. (1981). "Geometry of Ridge Regression Illustrated". The American Statistician 35 (1): 12–15. doi:10.2307/2683577. JSTOR 2683577.  

14. Tibshirani, Robert (1996). "Regression Shrinkage and Selection via the Lasso". Journal of the Royal Statistical Society. Series B (Methodological) 58 (1): 267–

288. JSTOR 2346178.  

15. Tofallis, C (2009). "Least Squares Percentage Regression". Journal of Modern Applied Statistical Methods 7: 526–534.  

 

 

USSESS

ESS

TSS

ESS
R

+
==2

222

22
2

*

*

ux

x

b

b
R

σσ
σ
+

=



VOLUME NO. 3 (2013), ISSUE NO. 01 (JANUARY) ISSN 2231-5756 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, IT & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

86 

REQUEST FOR FEEDBACK 
 

Dear Readers 

 

At the very outset, International Journal of Research in Commerce, IT and Management (IJRCM) 

acknowledges & appreciates your efforts in showing interest in our present issue under your kind perusal. 

 

I would like to request you to supply your critical comments and suggestions about the material published 

in this issue as well as on the journal as a whole, on our E-mail i.e. infoijrcm@gmail.com for further 

improvements in the interest of research. 

 

If you have any queries please feel free to contact us on our E-mail infoijrcm@gmail.com. 

 

I am sure that your feedback and deliberations would make future issues better – a result of our joint 

effort. 

 

Looking forward an appropriate consideration. 

 

With sincere regards 

 

Thanking you profoundly 

 

Academically yours 

 

Sd/- 

Co-ordinator 

 

 

 

 



VOLUME NO. 3 (2013), ISSUE NO. 01 (JANUARY) ISSN 2231-5756 

INTERNATIONAL JOURNAL OF RESEARCH IN COMMERCE, IT & MANAGEMENT 
A Monthly Double-Blind Peer Reviewed (Refereed/Juried) Open Access International e-Journal - Included in the International Serial Directories 

http://ijrcm.org.in/ 

IV 

 


